LoTE-Animal: A Long Time-span Dataset for Endangered Animal Behavior Understanding
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Abstract

Understanding and analyzing animal behavior is increasingly essential to protect endangered animal species. However, the application of advanced computer vision techniques in this regard is minimal, which boils down to lacking large and diverse datasets for training deep models. To break the deadlock, we present LoTE-Animal, a large-scale endangered animal dataset collected over 12 years, to foster the application of deep learning in rare species conservation. The collected data contains vast variations such as ecological seasons, weather conditions, periods, viewpoints, and habitat scenes. So far, we retrieved at least 500K videos and 1.2 million images. Specifically, we selected and annotated 11 endangered animals for behavior understanding, including 10K video sequences for the action recognition task, 28K images for object detection, instance segmentation, and pose estimation tasks. In addition, we gathered 7K web images of the same species as source domain data for the domain adaptation task. We provide evaluation results of representative vision understanding approaches and cross-domain experiments. LoTE-Animal dataset would facilitate the community to research more advanced machine learning models and explore new tasks to aid endangered animal conservation. Our dataset will be released with the paper. Our dataset can be found at https://LoTE-Animal.github.io

1. Introduction

Protecting endangered wildlife is becoming increasingly challenging as global biodiversity declines [16]. Accurate information about wild animals is crucial for implementing effective conservation measures [9, 68]. Various techniques have been developed to monitor wildlife [62, 38, 31, 52, 4, 60, 34], but gathering reliable information remains difficult [3]. Endangered animals are scarce and wary, making it hard to track their movements [68]. And wildlife is often aggressive, making it impossible to implant sensors [71, 61]. Additionally, human interference could disturb animal behavior, causing data collection to deviate from natural conditions [71, 61].

Camera trapping is an effective solution to these problems, allowing for the collection of wildlife image data while ensuring animal welfare [38, 56]. However, camera trap data is vast and contains a significant amount of irrelevant information. Manual sorting and analysis are not only inefficient but also imprecise [38, 26, 62, 66].

Computer vision technology can automatically extract and analyze image information, relying on robust deep learning models for accurate and efficient results [14, 70, 54]. For this reason, it is essential to establish comprehensive large-scale datasets to provide deep learning algorithms with training and testing data [14, 70, 54]. However, existing datasets for animal protection are limited in the following ways:

(1) Shortage of wildlife data. Current datasets focus on common domestic or zoo animals [42, 2, 11, 14, 7, 50, 76], whose behaviors are influenced by human interaction, and they may not exhibit natural behavior in the wild. Because wildlife data is scarce, these datasets lack the potential to develop cross-domain models.

(2) Short time span and discontinuous space. Some datasets are collected from scattered network images [79], short-term monitoring data [54], or even synthetic images [54]. These data cannot reflect the long-term living status of wild animals. Continuous spatiotemporal data is required to study the specific habits and migration patterns of endangered animals, while discontinuous data is also inadequate for developing complex models related to wildlife growth patterns [80, 48, 37].

(3) Limited tasks for testing. Most datasets have only
one or two data annotations which limit their usefulness for multitask training. Furthermore, they lack environmental information, such as day and night, weather, and location. This makes it difficult to develop accurate ecological prediction models using these datasets [19, 74, 69].

To address these issues, we present LoTE-animal, a long-term and continuous dataset for endangered animal behavior understanding. LoTE-animal has the following three features:

1. **Abundant wildlife data in natural habitats.** We curated data of 11 endangered wildlife species from the Wolong National Nature Reserve, all of which were captured by trap cameras with minimal human interference. The dataset consists of 10k video sequences and 28k images. We also created a subset of 7k web images that can be used to enhance the generalization performance of deep learning models.

2. **Long temporal span and spatial continuity.** We collected the raw data of LoTE-animal dataset by monitoring with infrared-triggered trap cameras for 12 years, during which the cameras were fixed at specific locations with clear geographic information. The recorded data includes videos and images of the same population at different stages in the same location, providing valuable information for wildlife research. It is worth noting that the monitoring is still ongoing.

3. **Rich scene and annotation information.** LoTE-animal dataset provides annotated information on different weather conditions, seasons, and habitat environments, and records images of wildlife in different growth stages under these conditions. We annotated the images with bounding boxes, segmentation masks, skeletal keypoints, and action labels, making them suitable for various computer vision tasks.

In this paper, we trained and tested representative computer vision models based on the wild and web subsets. We also evaluated the generalization performance of the models trained on the web subset. Our results can serve as a reference for the development of deep learning algorithms.

2. Related works

In this section, we introduce easily accessible and open-source animal datasets for animal behavior understanding, and highlight the rarity and potential value of endangered animal datasets.

Previous animal datasets are typically image-based or dedicated to classification tasks. For example, image classification datasets such as Dogs vs Cats [35], Animals with Attributes 2 (AwA2) [75], Bee or Wasp [59], and Fish Recognition Ground-Truth [11, 12] are commonly used. Some special-interest datasets are tailored to specific environments and only for actions performed by specific animals, such as Sheep [55], Cattle [45], Pigs [46], and Salmon [49].

Open-source animal datasets have inspired many works for animal behavior understanding. We introduce several easily accessible and open-source animal datasets in Tab. 1.

These datasets provide pose estimation annotations and additional bounding box annotations, which are provided by Poselets [13] and Animal Pose [14]. Furthermore, TigDog [23, 24], BADJA [57, 8], Synthetic Animal [51], and StanfordExtra [7] include instance segmentation annotations, while TigDog [23, 24] and Animal Kingdom [54] also provide video labels for action recognition.

Poselets [13] includes 2D pose and bounding box annotations for all animals in the PASCAL 2011 [27] dataset. Animal Pose [14] extended the dataset size by annotating more images from Poselets [13] and Animals 10 [1], and has two subsets: Subset 1 includes five categories from Poselets [13], and Subset 2 includes seven categories with only bounding box annotations from Animals 10 [1]. StanfordExtra [7] released a dataset with 20 keypoints and binary silhouette for each image from StanfordDogs [25, 39]. Although there are no pose labels in StanfordDogs [25, 39], the comprehensiveness of the canine family’s images contained in this dataset make it a useful research material for object segmentation and pose estimation [7]. BADJA [57, 8] is a video-based pose annotation animal dataset containing 11 video sequences. By far one of the largest datasets available, AP-10K [79] focuses solely on pose estimation. Animal Kingdom [54] contains 850 species, making it the most species-rich dataset, but the number of each species is small. Table 1 summarizes dataset comparisons. Among them, the datasets demonstrating quantity advantages are Synthetic Animal (50K) [51], iWildCam (280K) [63], Mouse(1000K) [63] and AcinoSet(119K) [41]. Synthetic Animal [51] is a synthetic dataset, while iWildCam [63] comprises real-world wildlife images encompassing 263 distinct categories, primarily focused on wildlife classification recognition. Mouse [63] consists of 6 million frames of unlabeled tracked poses of interacting mice, as well as over 1 million frames with tracked poses and corresponding frame-level behavior annotations. A distinctive addition is the AcinoSet [41], a wildlife cheetah dataset. This dataset incorporates unmarked animal pose estimation using DeepLabCut, furnishing 2D keypoints across 119K frames. Remarkably, only 7.5K image frames underwent manual annotation for this dataset.

These datasets are available from various sources, including the web, domestic environments, and zoos. For example, some datasets are collected from the web, such as Poselets [13], TigDog [23, 24], BADJA [57, 8], Animals 10 [2], Animal Pose [14], AP10K [79], and Animal Kingdom [54]. Other datasets are sourced from domestic environments, such as Stanford Dogs [42] and StanfordExtra [7], while some are sourced from zoos, such as ATRW.
<table>
<thead>
<tr>
<th>Year</th>
<th>Dataset</th>
<th>Species</th>
<th>Source</th>
<th>Tasks</th>
<th>Other task</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Action recognition (video)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Object detection (image)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Instance segmentation (image)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Pose estimation (image)</td>
<td></td>
</tr>
<tr>
<td>2011</td>
<td>Stanford Dogs [42]</td>
<td>dogs(120 breeds)</td>
<td>domestic</td>
<td>-</td>
<td>20K</td>
</tr>
<tr>
<td>2016</td>
<td>TigDog [23, 24]</td>
<td>dog, horse, tiger</td>
<td>web</td>
<td>6.3K</td>
<td>6.3K</td>
</tr>
<tr>
<td>2018</td>
<td>BADJA [57, 8]</td>
<td>11 animals</td>
<td>web</td>
<td>-</td>
<td>6.7K</td>
</tr>
<tr>
<td>2019</td>
<td>Synthetic Grevy’s Zebra [82]</td>
<td>zebra</td>
<td>synthetic</td>
<td>-</td>
<td>12K</td>
</tr>
<tr>
<td>2019</td>
<td>ATRW [44]</td>
<td>amur tiger</td>
<td>zoos</td>
<td>-</td>
<td>8K</td>
</tr>
<tr>
<td>2020</td>
<td>Synthetic Animal [51]</td>
<td>hound, tiger, horse,</td>
<td>synthetic</td>
<td>-</td>
<td>50K</td>
</tr>
<tr>
<td>2020</td>
<td>StanfordExtra [7]</td>
<td>dogs(120 breeds)</td>
<td>domestic</td>
<td>-</td>
<td>12K</td>
</tr>
<tr>
<td>2021</td>
<td>iWildCam [5]</td>
<td>263 species</td>
<td>wild</td>
<td>280K</td>
<td>-</td>
</tr>
<tr>
<td>2021</td>
<td>AcinoSet [41]</td>
<td>cheetah</td>
<td>wild</td>
<td>-</td>
<td>119K</td>
</tr>
<tr>
<td>2021</td>
<td>Horse 10 [50]</td>
<td>horse</td>
<td>zoos</td>
<td>-</td>
<td>8.1K</td>
</tr>
<tr>
<td>2021</td>
<td>AP10K [79]</td>
<td>23 animal families and 54 species</td>
<td>web</td>
<td>-</td>
<td>10K</td>
</tr>
<tr>
<td>2021</td>
<td>Mouse [63]</td>
<td>mouse</td>
<td>-</td>
<td>-</td>
<td>1000K</td>
</tr>
<tr>
<td>2022</td>
<td>Animal Kingdom [54]</td>
<td>850 species</td>
<td>web</td>
<td>30K</td>
<td>33K</td>
</tr>
<tr>
<td>2023</td>
<td>LoTE-animal</td>
<td>11 endangered species</td>
<td>wild</td>
<td>10K</td>
<td>35K</td>
</tr>
</tbody>
</table>

Table 1: The comparison of other open-source animal datasets. LoTE-animal is shown in **bold**.

[44] and Horse 10 [50]. Zuffi Silvia et al. [82] and Mu Jiteng et al. [51] also attempted to use synthetically generated animals for pose estimation. However, these synthetic datasets are different from real-life animals and may not fully capture the complexities and variations in their behaviors. While some datasets, including TigDog, BADJA, and Animal Kingdom [23, 24, 8, 54, 79], do contain a small number of endangered species, they are typically obtained from documentaries rather than in-situ observations. To truly understand and protect endangered species, it is crucial to collect data directly from their natural habitats through in-situ observations.

3. Dataset construction

Our dataset consists of two parts: one obtained from the web and the other from trap cameras in undisturbed settings. The web data was obtained through web crawlers that searched for relevant keywords and retrieved 7K images from various online image repositories. The wild data was collected by installing trap cameras in natural habitats of endangered animals. We selected 11 endangered species as our research subjects and annotated their behaviors. All data, including the web-scraped portion, were filtered and classified by the Wildlife Habitat Research Center to ensure the accuracy of the dataset.

3.1. Wild data collection and collation

**Data collection.** The study area is situated in the Sichuan Wolong National Nature Reserve in southwest China, with geographical coordinates of 102°52′ – 103°24′E and 30°45′ – 31°25′N, covering an area of 2,000km² and an elevation ranging from 1,150m to 6,250m. The Wolong National Nature Reserve serves as the primary location for data collection, accounting for 95% of the dataset, with monitoring sites depicted in Fig. 1a. In addition, we included supplementary data from the adjacent Mabian Dafengding Nature Reserve, which features the same species, accounting for 5% of our dataset, as shown in Fig. 1b.

The data collection area spans an elevation range of
1,806 m to 4,445 m, which encompasses the primary distribution altitude of endangered animals. To capture animal activity within this range, we deployed over 200 infrared-triggered camera traps (Ltl 5210A) at multiple sites, as illustrated in Fig. 2.

**Data collection.** We consulted the Mammal Diversity and Geographical Distribution in China catalog [40] to identify, record, and tally the species observed in valid videos. We verified the endangered status of each animal with the International Union for Conservation of Nature (IUCN) Red List of Threatened Species [36]. To the fullest extent, we divided different animals into orders, genera, and families based on the Catalogue of Mammals in China (2021) [81], which fully reflects the biological relationship between species.

The species composition is organized into four orders (1 - 4), seven families (5 - 12), and 11 genera (13 - 23), as depicted in Fig. 3. There is only one species in the order Rodentia, while the order Carnivora is represented by three species and Primates by two. The largest representation belongs to the order Cetartiodactyla, with five species, making up more than 50% of the total species.

### 3.2. Manual annotated plan

We followed the COCO standards and annotated multiple tasks including object detection, instance segmentation, pose estimation, and action recognition. The animal labels for the object detection and instance segmentation tasks are species name. For the pose estimation task, we carefully compared and considered the definitions of existing animal keypoints, and ultimately selected 17 skeletal keypoints to describe the variations among different species. Lastly, for the action recognition task, we curated typical behaviors of each animal for annotation. Additionally, we annotated three types of information that describe the animal’s life pattern, such as season, weather, day and night, to provide more contextual information for animal behavior analysis.

During the annotation process, our annotators underwent rigorous training on the physiognomy, body structure, and distribution of keypoints for each animal species. Highly skilled annotators were then selected for further training on dealing with partial occlusion, and actively participated in the subsequent annotation process. They were instructed to label all visible keypoints, and for occluded keypoints, to estimate their locations based on the animal’s body plan, pose, and symmetry property. Any keypoints whose locations could not be accurately estimated were left unannotated. Three annotators were assigned to each image. To address variability among the annotators, we adopted consensus based annotation, in which multiple annotators are asked to annotate the same image, and the final annotation is determined by a consensus among the annotators. This ensured that the resulting dataset contained accurate and high-quality annotations.

### 4. Dataset statistics

In this section, we present the distribution statistics of our dataset and annotation statistics for each annotation task.

#### 4.1. Data distribution

In Tab. 2, we present the LoTE-animal species list and their corresponding conservation statuses in China. This dataset includes vital umbrella species for safeguarding endangered wildlife, like giant pandas, red pandas, and Sichuan golden monkeys. Additionally, it features primates of high importance to human evolutionary research, including the Tibetan macaque. Notably, these 11 species are fo-
cal conservation targets in China and are listed under the Convention on International Trade in Endangered Species of Wild Fauna and Flora (CITES). This unique status lends our dataset distinct value.

To begin, we present the distribution statistics of our dataset, which include the order, genus, and family distribution, as shown in Fig. 4.

Figure 4: The order, genus and family distribution.

For the domain adaptation task, we design a small source domain dataset by crawling 7K web images of the same species. We then compare this small dataset with the wild subset collected from the Wolong National Nature Reserves, as shown in Fig. 5.

Figure 5: The comparison of web subset and wild subset in LoTE-animal.

Wolong National Nature Reserve, located within the Qinghai-Tibet Plateau’s climate region, is characterized by distinct ecological seasons. We recorded the season as additional information and found that the dataset contains the highest number of images during spring and autumn.

Furthermore, each image was annotated with its time of capture, indicating whether it was taken during the day or at night. Interestingly, most animals in the dataset were captured during the daytime, with the exception of the Malay porcupine.

4.2. Annotation statistics

In this section, we present the annotation statistics of our dataset, which include bounding box, segmentation mask, skeletal keypoints, and action labels for endangered animals.

Our team annotated the entire dataset, a time-consuming task that required rich computer vision annotation techniques. In total, we annotated about 35K bounding boxes, 34K segmentation polygons, and 425K skeletal keypoints, as shown in Fig. 6.

![Figure 6: The annotation statistics. The primary axis (left) is the number of bounding boxes and polygons (mask) and the secondary axis (right) is the number of skeletal keypoints.](image)

We also gathered statistics on the number of boxes in each image, revealing that approximately 15K images contain only one animal, while around 6.5K images contain between two and six animals, with a few images featuring more than seven animals. Social animals such as *Pseudois Nayaur*, *Macaca Thibetana*, and *Rhinopithecus Roxellana*, tend to appear in large groups, with some images featuring more than 20 animals. On average, there are 1.6 animals per image, as demonstrated in Fig. 7.

Furthermore, we gathered data on the area ratios of each animal in comparison to the entire image, as demonstrated in Fig. 8. Typically, the majority of the animals have an area ratio peak of 0.1, indicating that smaller animals are more prevalent. Additionally, we observed that a smaller number of animals have an area ratio of more than 0.3 in LoTE-animal, indicating a scarcity of larger animals in the dataset.

Moreover, we also examined the skeletal keypoints of the animals, as depicted in Fig. 9. From these statistics, we can infer that predicting the skeletal keypoints of animal limbs (left front palm, right front palm, left back palm, and right back palm) is challenging.

To further investigate animal behavior, we also collected statistics on the number of behavior video clips, encompass-
### Table 2: The endangered animal species list of LoTE-animal. I, II, III is wildlife protection levels and endangered levels in China. *Italic* are Latin names.

<table>
<thead>
<tr>
<th>Protection level</th>
<th>Specie</th>
<th>Specie(Latin)</th>
<th>Category(Latin)</th>
<th>Family(Latin)</th>
<th>Order(Latin)</th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
<td>Giant Panda</td>
<td>Ailuropoda melanoleuca</td>
<td>Ailuropodidae</td>
<td>Carnivora</td>
<td>Primates</td>
</tr>
<tr>
<td>I</td>
<td>Golden Snub-nosed Monkey</td>
<td>Rhinopithecus roxellana</td>
<td>Ailuropodidae</td>
<td>Carnivora</td>
<td>Primates</td>
</tr>
<tr>
<td>II</td>
<td>Red Panda</td>
<td>Ailurus fulgens</td>
<td>Ailuridae</td>
<td>Carnivora</td>
<td>Carnivora</td>
</tr>
<tr>
<td>II</td>
<td>Yellow-throated Marte</td>
<td>Martes flavigula</td>
<td>Cercopithecidae</td>
<td>Carnivora</td>
<td>Carnivora</td>
</tr>
<tr>
<td>II</td>
<td>Tibetan Macaque</td>
<td>Macaca thibetana</td>
<td>Cercopithecidae</td>
<td>Carnivora</td>
<td>Carnivora</td>
</tr>
<tr>
<td>II</td>
<td>Wild Boar</td>
<td>Sus scrofa</td>
<td>Suidae</td>
<td>Carnivora</td>
<td>Carnivora</td>
</tr>
<tr>
<td>II</td>
<td>Sambar</td>
<td>Rusa unicolor</td>
<td>Cervidae</td>
<td>Carnivora</td>
<td>Carnivora</td>
</tr>
<tr>
<td>II</td>
<td>Tufted Deer</td>
<td>Elaphodus cephalophus</td>
<td>Cervidae</td>
<td>Carnivora</td>
<td>Carnivora</td>
</tr>
<tr>
<td>II</td>
<td>Chinese Serow</td>
<td>Capricornis milneedwardsii</td>
<td>Cervidae</td>
<td>Carnivora</td>
<td>Carnivora</td>
</tr>
<tr>
<td>II</td>
<td>Blue Sheep</td>
<td>Pseudois nayaur</td>
<td>Bovidae</td>
<td>Carnivora</td>
<td>Carnivora</td>
</tr>
<tr>
<td>III</td>
<td>Porcupine</td>
<td>Hystrix brachyura</td>
<td>Hystri</td>
<td>Carnivora</td>
<td>Primates</td>
</tr>
<tr>
<td>III</td>
<td>Sambar</td>
<td>Capricornis milneedwardsii</td>
<td>Cervidae</td>
<td>Carnivora</td>
<td>Carnivora</td>
</tr>
<tr>
<td>III</td>
<td>Yellow-throated Marte</td>
<td>Martes flavigula</td>
<td>Cercopithecidae</td>
<td>Carnivora</td>
<td>Carnivora</td>
</tr>
<tr>
<td>III</td>
<td>Tibetan Macaque</td>
<td>Macaca thibetana</td>
<td>Cercopithecidae</td>
<td>Carnivora</td>
<td>Carnivora</td>
</tr>
<tr>
<td>III</td>
<td>Wild Boar</td>
<td>Sus scrofa</td>
<td>Suidae</td>
<td>Carnivora</td>
<td>Carnivora</td>
</tr>
<tr>
<td>III</td>
<td>Sambar</td>
<td>Rusa unicolor</td>
<td>Cervidae</td>
<td>Carnivora</td>
<td>Carnivora</td>
</tr>
<tr>
<td>III</td>
<td>Tufted Deer</td>
<td>Elaphodus cephalophus</td>
<td>Cervidae</td>
<td>Carnivora</td>
<td>Carnivora</td>
</tr>
<tr>
<td>III</td>
<td>Chinese Serow</td>
<td>Capricornis milneedwardsii</td>
<td>Cervidae</td>
<td>Carnivora</td>
<td>Carnivora</td>
</tr>
<tr>
<td>III</td>
<td>Blue Sheep</td>
<td>Pseudois nayaur</td>
<td>Bovidae</td>
<td>Carnivora</td>
<td>Carnivora</td>
</tr>
<tr>
<td>III</td>
<td>Porcupine</td>
<td>Hystrix brachyura</td>
<td>Hystri</td>
<td>Carnivora</td>
<td>Primates</td>
</tr>
</tbody>
</table>

Table 2: The endangered animal species list of LoTE-animal. I, II, III is wildlife protection levels and endangered levels in China. *Italic* are Latin names.

![Figure 7: Number of boxes in each image.](image)

![Figure 8: The area ratios of each animal in one image.](image)

![Figure 9: The distribution of skeletal keypoints.](image)

![Figure 10: Number of videos of each animal behavior in the dataset.](image)

Finally, we provide some annotation samples in Fig. 11, including images of single animals, images with two animals, and images with multiple occluded animals. We also showcase images of small object animals in the fourth row.
5. Experiment

In this section, we present our experimental setup and evaluation results for the proposed endangered animal dataset. Specifically, we perform four types of supervised learning tasks and three types of cross-domain tasks to compare model performance. Our objective in conducting these experiments is to gain a deeper understanding of the dataset by assessing the performance of common computer vision techniques on it.

5.1. Implementation details

We implement experiments in several representative computer vision models on 4 GeForce RTX 2080Ti GPU with 48GB or 4 GeForce RTX 3090 GPU with 96GB. The PyTorch 1.8.0 deep learning architecture is used, and the programming language is Python 3.8. Unless otherwise specified, all models are implemented using the publicly available MMLAB framework [17, 20, 21, 22] or officially released code by default. Hyperparameters are set uniformly across all experiments, and the models are optimized with default parameters in the codebase. We terminate training when the loss converges stably, or when the training schedule (measured in epochs) is completed. Specifically, we use a training schedule denoted by 1×for 12 epochs, 2×for 24 epochs, and 3×for 36 epochs. In addition, we report evaluation results under the average precision (AP) metric, with cross denoting cross-domain adaptation tasks.

5.2. Results of supervised learning and cross-domain tasks

We randomly divided the web and wild images into two separate train set, validation set, and test set in a ratio of 7:1:2 for each species. We transplant some popular computer vision frameworks for comparison. We also implemented cross domain tasks for object detection, instance segmentation, pose estimation to analyze and compare web images without behavior information and wild images with behavior information.

There are two kinds of experiments, one is the performance comparison of models trained separately in web column and wild column, the other is the comparison of generalization performance in web subset web column and cross column, as shown in Tab. 3. We visualize the AP performance of the three cross-domain tasks, as shown in Fig. 12.

Our experiments reveal significant improvements in the performance of object detection and instance segmentation algorithms on both the web and wild subsets. Specifically, the r50 accuracy of object detection increased from 55.45% to 70.65% and from 69.75% to 76.13% on the web and wild subsets, respectively, with similar improvements observed for the r101 model. For instance segmentation, the r50 accuracy increased from 57.16% to 64.98% and from 68.47% to 67.00% on the web and wild subsets, respectively, with similar improvements observed for the r101 model. The evaluated the pose estimation method showed lower accuracy, ranging from 36.55% to 51.17% on the web subset and from 36.55% to 43.74% on the wild subset. The accuracy of the action recognition method is only tested on the wild subset with the lowest is 24.76% and the highest is 60.02%.

In the second type of experiment, we evaluated cross-domain adaptation performance on two subsets: training on the web or wild subset and testing on the other opposite subset. The results in the cross column of Tab. 3 indicate that all models exhibit a significant decrease in performance when tested on the cross subset. Specifically, for object detection models, the performance decrease ranges from 52.49% to 60.18%. For instance segmentation models, the decrease is between 51.95% and 57.96%. For pose estimation models,
<table>
<thead>
<tr>
<th>Model</th>
<th>Year</th>
<th>Schedule</th>
<th>Backbone</th>
<th>AP web</th>
<th>AP wild</th>
<th>AP ↓ wild</th>
<th>AP web</th>
<th>AP wild</th>
<th>AP ↓ wild</th>
<th>AP web</th>
<th>AP wild</th>
<th>AP ↓ wild</th>
</tr>
</thead>
<tbody>
<tr>
<td>Faster R-CNN [58]</td>
<td>NeurIPS2015</td>
<td>r50</td>
<td>r101</td>
<td>55.45</td>
<td>69.75</td>
<td>26.35</td>
<td>26.54</td>
<td>85.11</td>
<td>93.07</td>
<td>45.78</td>
<td>63.15</td>
<td>81.35</td>
</tr>
<tr>
<td>FCOS [67]</td>
<td>ICCV2019</td>
<td>r50</td>
<td>r101</td>
<td>58.83</td>
<td>71.04</td>
<td>31.22</td>
<td>29.55</td>
<td>86.27</td>
<td>93.30</td>
<td>49.32</td>
<td>67.08</td>
<td>81.93</td>
</tr>
<tr>
<td>DETR [15]</td>
<td>ECCV2020</td>
<td>r50</td>
<td>r101</td>
<td>40.59</td>
<td>70.13</td>
<td>16.16</td>
<td>20.16</td>
<td>60.87</td>
<td>91.90</td>
<td>25.26</td>
<td>44.75</td>
<td>80.15</td>
</tr>
<tr>
<td>Sparse R-CNN [65]</td>
<td>CVPR2021</td>
<td>r50</td>
<td>r101</td>
<td>42.16</td>
<td>72.31</td>
<td>17.02</td>
<td>22.49</td>
<td>62.27</td>
<td>93.27</td>
<td>26.44</td>
<td>46.75</td>
<td>82.15</td>
</tr>
<tr>
<td>TOOD [30]</td>
<td>ICCV2021</td>
<td>r50</td>
<td>r101</td>
<td>56.10</td>
<td>39.70</td>
<td>10.70</td>
<td>6.25</td>
<td>71.60</td>
<td>60.97</td>
<td>20.30</td>
<td>51.90</td>
<td>44.37</td>
</tr>
<tr>
<td>DiffusionDet [18]</td>
<td>arXiv2022</td>
<td>r50</td>
<td>r101</td>
<td>65.01</td>
<td>73.41</td>
<td>29.06</td>
<td>33.51</td>
<td>83.34</td>
<td>94.48</td>
<td>42.36</td>
<td>70.42</td>
<td>82.18</td>
</tr>
</tbody>
</table>

Table 3: The results of four supervised learning vision tasks and three cross-domain tasks on two subsets, respectively. The underlined models are trained on 3090 GPU and the rest on 2080Ti GPU. The best, second and third results are shown in red, orange, blue.
the decrease ranges from 49.54% to 54.83%.

6. Discussion

Object detection and instance segmentation algorithms applied to the LoTE-animal dataset have shown significant improvements in accuracy with the evolution of algorithms. In cross-domain instance segmentation tasks, the generalization ability has also been gradually enhanced. However, the overall accuracy drop in cross-domain tasks is still relatively significant. Therefore, when constructing algorithms, in addition to considering accuracy improvement, enhancing its generalization performance should also be taken into account, as direct transfer of web models has significant limitations. Analysis of the results on the wild test set reveals that the proportion of wildlife images in the missed detection and missed segmentation images is very low.

Pose estimation requires first locating the animal’s skeletal keypoints and then making pose judgments, which is more challenging than object detection and instance segmentation. Therefore, the accuracy of the results is significantly lower than that of the former two. HourglassNet, ResNet, and HRNet are improved networks for animal pose estimation [79], although their performance is significantly lower than that of newly proposed networks such as SC-Net [47], LiteHRNet [78], and PVTV2 [72] in human pose estimation. However, after training on the LoTE-animal dataset, the former models outperform the latter, indicating that there are differences between human and animal pose estimation, and simple transfer cannot fully leverage their strengths. The results show that although the web subset has fewer samples, its accuracy is higher than that of the wild subset after training, which is because the animal images in the web subset are generally tracked and the animal’s main target is complete after selection, while in wild data, animal limbs are more frequently occluded and located at the edges, making the task more difficult. However, some web models can achieve more than 60% of the performance of wild models in cross-domain testing, indicating that models established based on web data for pose estimation tasks have certain generalization capabilities, and new algorithm construction can explore their potential.

For action recognition task, the statistical information of the dataset shows a long-tailed distribution of animal videos. The lack of training samples results in decreased accuracy. Therefore, in algorithm construction, it is a worthwhile direction to enhance the training of tail-end images to improve model accuracy.

At present, there are significant limitations to datasets constructed based on network data, and their performance is relatively poor in practical applications. In the short term, if developing deep learning models for specific endangered animal analyses based on existing algorithms, continuous time and space-uninterrupted raw data need to be collected to construct datasets, but this method is difficult. Another approach is to develop deep learning models with generalization capabilities, such as developing cross-domain deep learning models using transfer learning. The dataset established in this study provides a foundation for the development and testing of such models.

7. Conclusion

In this paper, we present a animal dataset with a long time span, and simultaneously incorporate endangered animals computer vision tasks. Our evaluation of the dataset using mainstream deep learning algorithms yielded valuable insights for optimizing algorithms designed specifically for wildlife conservation. Our work is expected to inspire further research in animal behavioral analysis and understanding, which is vital for the preservation of endangered species and ecological balance.
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