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Abstract

Learning discriminative features from very few labeled samples to identify novel classes has received increasing attention in skeleton-based action recognition. Existing works aim to learn action-specific embeddings by exploiting either intra-skeleton or inter-skeleton spatial associations, which may lead to less discriminative representations. To address these issues, we propose a novel Parallel Attention Interaction Network (PAINet) that incorporates two complementary branches to strengthen the match by inter-skeleton and intra-skeleton correlation. Specifically, a topology encoding module utilizing topology and physical information is proposed to enhance the modeling of interactive parts and joint pairs in both branches. In the Cross Spatial Alignment branch, we employ a spatial cross-attention module to establish joint associations across sequences, and a directional Average Symmetric Surface Metric is introduced to locate the closest temporal similarity. In parallel, the Cross Temporal Alignment branch incorporates a spatial self-attention module to aggregate spatial context within sequences as well as applies the temporal cross-attention network to correct misalignment temporally and calculate similarity. Extensive experiments on three skeleton benchmarks, namely NTU-T, NTU-S, and Kinetics, demonstrate the superiority of our framework and consistently outperform state-of-the-art methods.

1. Introduction

Skeleton-based action recognition \cite{48, 2} has attracted increasing attention in recent years, which is a predominant topic in many fields ranging from human-robot interaction to virtual reality, due to its action-focusing nature and compactness \cite{6}. However, how to identify novel actions still remains an open issue. To overcome this problem, more and more works have focused on few-shot action recognition, which can alleviate the resulting performance degradation for the rare category \cite{10, 27, 20, 43, 12}. In particular, these methods explore both the unlabeled query and labeled support sets, so as to learn a discriminative feature representation to match query actions with categories represented by a few support samples \cite{35, 9}.

As shown in Figure 1, current approaches focus on how to exploit intra-skeleton or inter-skeleton relations while ignoring the complementarity between the two paradigms. They are prone to failure in challenging scenarios, such as similar spatial appearances or inconsistent temporal dependencies. On the one hand, some works try to learn discriminative features within sequences. For example, \cite{3, 52, 26, 21, 31} utilize local joint features within the skeleton to capture
distinct patterns. In particular, [3] proposes a part-aware spatial region aggregation, and [52] takes the selective sum of body-part-based local embedding to obtain the individual representation. On the other hand, some works explore adjusting local features across sequences to identify similarities and differences. For example, [25] leverages the cross-attention mechanism to activate their spatial information, and [40] achieves optimal alignment in the temporal and camera viewpoint spaces between query and support.

Even though significant progress has been achieved, we still argue that considering either the dependency within sequences or the association between sequences is inadequate, which necessitates aligning the above samples in parallel. As shown in Figure 1 (a), when classifying samples with similar appearances, such as take off headphone and take off glass, subtle differences in the spatial position of hand and elbow joints assist in identifying. The interaction between sequences can amplify class-specific information by prioritizing the distinguishing joints, thereby requiring only optimal temporal set matching to identify. For another, when classifying samples with inconsistent motion patterns in Figure 1 (b), such as wave up, the elbow and torso joints have distant paths within two graphs but share a solid semantic connection. In such cases, it is necessary to enhance instance-specific information through context aggregation within sequences. With the enrichment of action features, temporally adaptive interactions between sequences can further improve the alignment.

Motivated by this, we propose a novel few-shot skeleton-based action recognition framework, termed as Parallel Attention Interaction Network (PAINet). We argue that adapting both inter-skeleton and intra-skeleton local joint features are indispensable ways to perfect spatial matching. Compared to previous works, our approach involves the alignment of the spatial and temporal domains within two parallel branches, enabling complementary attention to informative regions in the skeleton sequence. Specifically, we propose a topology encoding module utilizing topology and physical information to enhance the modeling of interactive parts and joint pairs in both branches. In the Cross Spatial Alignment branch, we employ a spatial cross-attention module to build associations of joints across sequences. Afterward, we introduce a directional average symmetric surface metric, which considers all possible pairs of subsequences and selects the pair with maximum similarity. In the Cross Temporal Alignment branch, we propose a spatial self-attention module to aggregate spatial context within sequences. Subsequently, we follow the video-based approach TRX [27] and aggregate the aligned distances by temporal cross-attention matcher. Our contributions can be summarized as follows:

- We propose a novel PAINet for few-shot skeleton-based action recognition, which mitigates challenges posed by similar spatial appearances and inconsistent temporal dependencies during matching.
- We further design a topology encoding module to capture the co-movement between joints and body parts, as well as the intrinsic semantic relations between joints. Also, a directional average symmetric surface metric is proposed to discover the closest temporal relation.
- Extensive experimental results on NTU-T, NTU-S, and Kinetics demonstrate that our model significantly outperforms the state-of-the-art methods.

2. Related Work

Skeleton-based Action Recognition. With the prosperity of skeleton-based action recognition in recent years, early methods such as RNNs or CNNs [22, 34, 16, 8, 50] model skeleton sequences as consecutive vectors or pseudo-images to recognize, ignoring the human body’s intrinsic topology. To mitigate this, GCN-based approaches [45, 32] consider the human skeleton as a graph and interleave spatial and temporal modeling separately. Recently, most follow-up works [23, 4, 33, 37, 5] adopt a learnable topology and design high-order or multi-scale adjacency matrices to boost flexibility, limited by the connectivity of handcrafted graphs. Transformer-based approaches [28, 7, 29] utilize spatial and temporal self-attention to attend joint relations, which has sufficient potential to improve modeling capacity but lacks generalizable and intuitive priors. Our method utilizes the common advantages and powerful representation capabilities of theirs to obtain embeddings with rich context information.

Few-shot Action Recognition. Most of the mainstream few-shot methods [41, 44] focus on exploring good metrics to compute the distances between the query and support actions for recognition. Existing works can be divided into video-based and skeleton-based methods. Video-based methods have made significant progress by devising sophisticated matching criteria, and complex multi-level feature associations [40, 38, 43, 18, 12, 24]. In contrast, skeletons have efficient node semantics and a more coherent spatio-temporal motion pattern, free from background clutter. [40] encodes body joints into temporal blocks and then simultaneously performs temporal and view-point alignment by the advanced variant of Dynamic Time Warping (DTW). DASTM [25] proposes a novel spatial matching strategy by adaptively disentangling and activating representations of skeleton joints. Different from previous schemes, we employ parallel attention interaction strategies that complementarily focus on spatially and temporally action-critical regions.

Set Matching. The purpose of set matching in the few-shot setting is to compare the similarity between the feature space of the query and the support. DTW [15] utilizes dynamic programming to calculate the optimal match between
two sequences which may vary in speed. Earth Mover’s Distance (EMD) [46] generates the optimal matching flows between dense image representations that have the minimum matching cost. Hausdorff distance [13] formulates the longest distance as the similarity between sets, the greatest of all the distances from one set to the closest point in the other set. Among them, average symmetric surface distance [11] is a vital alternative to handle set matching. This paper introduces the directional average symmetric surface distance as a distance match metric between temporal sequences.

3. Method

Our proposed Parallel Attention Interaction Network (PAINet) pipeline is presented in Figure 2. The embedding network with an early-fusion mechanism is employed to extract the features of query and support sequences (Section 3.1). To align spatial and temporal information, we propose the Cross spatial alignment and the Cross temporal alignment branches to exploit inter-skeleton and intra-skeleton semantic information. Specifically, under joint-part relation and joint-semantic relation modules, we obtain body-part patterns and joint semantic associations from the embedded feature (Section 3.2). Subsequently, we first perform the spatial cross-attention and spatial self-attention on the obtained feature to strengthen action-specific spatial relations across and within the skeleton and then obtain frame-level skeleton features by global average pooling (Section 3.3 and 3.4).

Next, in the Cross spatial alignment branch, we introduce a directional average symmetric surface metric measuring the closest distance to obtain \( D(q, c) \) for class \( c \). In the Cross temporal alignment branch, we follow the temporal cross-attention matcher aggregating query-specific temporal distance to obtain \( T(q, c) \) (Section 3.5) for class \( c \). Finally, the distance prediction of the query input and loss \( L \) in two parallel branches are summed to classify (Section 3.6).

3.1. Problem Formulation

Few-shot learning aims to learn a model with strong generalization, which can classify unlabeled query sequences \( Q \) into support sets \( S \) represented by only a few actions per class. We randomly sample the training episode \( T \) from the dataset. Each \( T \) includes a support set \( S \) and a query set \( Q \). Notably, the support set \( S = \{ X_1^s, X_2^s, \ldots, X_K^s \} \) includes \( N \) different classes and \( K \) samples for each class, which is called the \( N \)-way \( K \)-shot problem. \( X_i^s \in \mathbb{R}^{T \times V \times C} \) is the i-th sample in support set, where \( T \), \( V \) and \( C \) denotes its frame length, number of joints, and channel, respectively. For simplicity, we discuss the process for classifying a query sample’s \( Q = \{ X^q \} \).

As shown in Figure 2, we apply a general spatiotemporal graph convolution network [45, 32, 23] with a multi-model early-fusion mechanism to extract feature representations for each skeleton sequence, obtaining support features \( F^s = \{ F_{11}^s, F_{12}^s, ..., F_{NK}^s \} \) and the query feature \( F^q \).

3.2. Topology Encoding

On the one hand, we consider empirical body grouping and the relation of human parts to facilitate joint-to-part interactions. On the other hand, we incorporate the physical significance of each joint to enhance joint-to-joint semantic association [47].

Joint-Part Relation. Based on the coherence of the body movements, focusing on the movement of corresponding joints is insufficient. The movement of human body parts
carries crucial co-movement information, i.e., the interactions between joints and parts convey rich kinematic information. Based on the physical skeleton structure and human topology prior \cite{36}, we first split each skeleton into $P = 5$ body parts, i.e., left arm, right arm, left leg, right leg, and torso, and then divide $V$ joints into corresponding body parts.

As shown in Figure 3, we propose a part-based allocation matrix $A_{\text{part}} \in \mathbb{R}^{P \times V}$, and each column is a one-hot vector representing the part each joint belongs to. To facilitate information interaction between joints and body parts for modeling their co-movement, we devise a Joint-Part Relation sub-block, which is flexible to capture distinct collaborative patterns $F_{\text{part}}$ from $F = \{F^q, F_1, F_2, \ldots, F_{N_K}\}$ for skeleton-level action feature and calculated as:

$$Q = FW_1, K = A_{\text{part}}FW_2, V = A_{\text{part}}FW_3,$$

$$F_{\text{part}} = \text{Softmax}(\frac{QK^T}{\sqrt{C}})V. \quad (1)$$

where $\sqrt{C}$ is a scaling factor. $A_{\text{part}} = D^{-\frac{1}{2}}(A_{\text{part}} + I)D^{-\frac{1}{2}}$, $D$ is the diagonal degree matrix of $(A_{\text{part}} + I)$, $W_1, W_2$ and $W_3$ denote linear layers.

**Joint-Semantic Relation.** Considering each physical joint plays a unique semantic role and thus has a specific relation to others \cite{47}. Therefore, it is beneficial to consider the human skeleton’s physical information. As joint type information is helpful for learning effective adjacent matrices, such as the relation between head and hand, we expect the relation of joint semantics to participate in the spatial matching process. Each joint pair within or across the skeleton is hence assigned a trainable parameter scalar, i.e., $B_{\text{sm}} \in \mathbb{R}^{V \times V}$.

Combined with pre-defined adjacency matrix $A$ in human skeleton topology, we propose $E_{\text{sm}} = A + B_{\text{sm}}$ to represent joint-wise bias within or across skeletons. Such bias aims to model the inherent joint pair relation.

As shown in Figure 4, the proposed Joint-Semantic Relation sub-module used in Topology Encoding block.

### 3.3. Spatial Cross Attention

Cross-attention can adjust the importance of self-joints according to the joint representations of the compared skeleton. Compared to directly using Euclidean distance to measure the distance between all joint representations, cross-attention in spatial matching helps to locate the discriminative regions of actions with similar appearances. As shown in Figure 2, query graph representation $F^q \in \mathbb{R}^{T \times V \times C}$ and support graph representation $F^s \in \mathbb{R}^{N_K \times T \times V \times C}$ are spatially interacted to each other using topology encoding related cross-attention mechanism, aiming to emphasize the action-critical region. Considering the asymmetry of cross-attention, the same pair of representations $F^{q \leftarrow s}$ and $F^{s \rightarrow q}$ have different joint association positions and strengths, which means more flexibility for adaptive change.

Cross spatial attention from support to query is drawn in Figure 4 (a). Combined with above collaborative joint-part feature $X_{\text{part}}$ and joint-semantic bias $E_{\text{sm}}$ across skeleton, we define the cross-attention process as:

$$Q^q = F^qW^q_1, K^s = F^sW^q_2 + F_{\text{part}}, V^q = F^qW^q_3,$$

$$A^{q \leftarrow s} = \text{Softmax}(\frac{Q^q(K^s)^T}{\sqrt{C}} + E_{\text{sm}}^{q \leftarrow s}),$$

$$F^{q \leftarrow s} = \text{GAP} (\text{FFN} (A^{q \leftarrow s}V^q)).$$

where $W^q_1, W^q_2, W^q_3 \in \mathbb{R}_{C \times C}$ are linear projection weights and FFN denotes feed forward network. Finally, global average pooling $\text{GAP}(\cdot)$ over the spatial joints is used to obtain frame-level feature $F^{q \leftarrow s} \in \mathbb{R}^{N_K \times T \times C}$ of the query.

Similarly, the above formula can also calculate the support...
representation $F^s_{t-q} \in \mathbb{R}^{NK \times T \times C}$.

### 3.4. Spatial Self Attention

Although the skeleton features obtained by the embedding module are interacted by graph convolution, the internal associations of joints per frame contain much action information that has not yet been discovered. To this end, we employ topology encoding related self-attention to enable the joint features to aggregate remaining spatial contexts, as shown in Figure 2. We define $W^q_1, W^q_2, W^q_3 \in \mathbb{R}^{C \times C}$ as weight matrix and $F = \{F^q, F^s\} \in \mathbb{R}^{(1+NK) \times T \times V \times C}$. The $Q^q, K^q, V^q$ are generated by different linear projections, which are computed as follows:

$$Q^q = FW^q_1, K^q = FW^q_2 + F_{\text{part}}, V^q = FW^q_3. \quad (3)$$

Then we can obtain a self-attention matrix and reweighted embedding as follows:

$$A^q = \text{Softmax} \left( \frac{Q^q(K^q)^T}{\sqrt{C}} + E^m \right),$$

$$G = \text{GAP} \left( \text{FFN} \left( A^q V^q \right) \right).$$

where FFN here is used to produce a more spatially refined output with three-layer joint-wise convolution. The resulting joint-level representation can highlight important parts and distinguish complete motion patterns. Likewise, we use global average pooling to obtain frame-level feature $G \in \mathbb{R}^{(1+NK) \times T \times C}$ of query and support.

### 3.5. Temporal Relation Match

We consider that several subsequences can represent the temporal semantic information of action, including various speeds and locations within sequence [27]. Therefore, the temporal similarity between query and support sequences can be characterized by matching all their subsequences. In practice, we use all frame-pair-based subsequences to describe the information of the overall sequence. For example, with $s_i \in \mathbb{R}^C$ as the $i$th frame representation, a frame pair $(s_i, s_j) \in \mathbb{R}^{2C}$ represents a certain aspect of temporal semantics, $1 \leq i < j \leq T$.

**Temporal Set Metric.** For each pair of query feature $F_{t-q}^q$ and support feature $F_{t-q}^s$ that are spatially aligned with each other in Cross spatial alignment branch, we can transform them using the above tuple partitioning method. By traversing all frame pair-based combinations, we can get feature sequence tuple $F_{t-q}^s \in \mathbb{R}^{NK \times T' \times 2C}$ and $F_{t-q}^s \in \mathbb{R}^{NK \times T' \times 2C}$, where $T' = T(T-1)/2$ represents the number of frame pairs. Next, all features in the query set $Q$ are averaged for sample number $K$ in each class to form $H_{t-q}^q \in \mathbb{R}^{(NK \times (T' \times 2C)}$. The feature in support set $S$ form representation $H_{t-q}^s \in \mathbb{R}^{NK \times (K \times T' \times 2C)}$, where sample diversity in each class is preserved.

By utilizing spatially aligned features, we can identify the most temporally correlated locations for action matching. To calculate the distance between $H_{t-q}^q$ and $H_{t-q}^s$ for class $c$, we consider performing exhaustive pair-to-pair comparisons in the temporal dimension to seek the optimal local match for each frame pair. And then, we average the optimal local distance for all frame pairs, which is robust to misaligned instances. Motivated by the set matching strategy, we develop a flexible directional average symmetric surface metric [11, 51] into the few-shot action recognition field. In contrast to the bi-directional distance between query and support [42], we only learn the one-way distance from each query to multiple support representations, thereby avoiding the noise introduced from more support subsequences to the query. Based on spatially aligned features and temporal tuple partition, Eq. (5) can automatically find the best temporal correspondences $D(q, c)$ between query $q$ and class $c$, which is given by:

$$D(q, c) = \frac{1}{T'} \sum_{h_i^q \in H_{t-q}^q} s_{c} \left( min_{h_j^q \in H_{t-q}^q} \| h_i^q - h_j^q \| \right). \quad (5)$$

It is worth noting that directional average symmetric surface metric does not involve parametric design and relies on the feature obtained by the spatial cross-attention module.

**Temporal Cross Matcher.** Based on enriched frame-level feature $G$, we consider utilizing temporal cross-attention to mitigate temporal misalignment globally. In our work, we followed the [38], which matched each query sub-sequence with all sub-sequences in the support set to construct a query-specific class prototype.

Specifically, we first globally exchange and integrate frame-wise and channel-wise features with Temporal-Channel Mixer [39] as follows:

$$U = G^T + \sigma \left( \text{LN}(G^T)W_T \right),$$

$$Z = U^T + \sigma \left( \text{LN}(U^T)W_C \right),$$

where $\sigma(\cdot)$ denotes the GELU activation function and $\text{LN}(\cdot)$ denotes layer normalization. $W_T$ and $W_C$ are two-layer MLP in temporal and channel dimensions, respectively. Next, we adopt tuple partition method to obtain $Z^q$ and $Z^s$. As shown in Figure 4 (b), temporal cross-attention between query and support of class $c$ is used to calculate the query-specific class prototypes $Z_{t-q}^k, c$ via an aggregation of all possible sub-sequences in the support set. Similar to spatial cross-attention, the correspondence between query pair and support layer of support sequence $k$ in class $c$ is calculated as:

$$A_k^c = \text{Softmax} \left( \text{LN} \left( \hat{Z}_k^c W_1^c \right) \right),$$

$$\hat{Z}_{t-q}^c = \sum_k A_k^c (\hat{Z}_k^c W_2^c), \quad \hat{Z}_c = W_2^c \hat{Z}_c. \quad (7)$$
Afterward, the distances $T(q, c)$ between sub-sequences of query $Q$ and their corresponding query-specific class prototypes of support are averaged, which obtains the distance of the query to class $c$ as follows:

$$T(q, c) = \frac{1}{T'} \sum_{t \in T'} ||Z_t^{q,c} - Z_t^{*q,c}||.$$  \hfill (8)

3.6. Training

For the above distance $D(q, \cdot)$ and $T(q, \cdot)$ obtained by the above two alignment branches, which take the negative distance for each class as logit. Then, given the ground-truth labels $Y \in \mathbb{R}^N$, we use the softmax function to obtain the class probability followed by a standard cross-entropy loss. With $L_{cs}$ and $L_{ct}$ representing the cross-spatial and cross-temporal alignment loss respectively, our model is trained by:

$$L = L_{cs}(-D(q, \cdot), Y) + \lambda L_{ct}(-T(q, \cdot), Y),$$ \hfill (9)

where $\lambda$ is a constant weight. We use the weighted sum of the above two negative distances during inference, and the query is assigned to the closest category.

4. Experiment

4.1. Datasets

**NTU RGB+D 120** [21] dataset is currently the largest 3D skeleton-based action recognition dataset that contains 114,480 skeleton sequences of 120 action classes. Each skeleton sequence contains the 3D spatial coordinates of 25 joints detected by the depth sensor. Our experiments use 120 action classes, including 80, 20, and 20 classes as training, validation, and test classes. Following, we randomly use 60 samples and 30 samples for each category, denoted as two subsets “NTU-S” and “NTU-T”, respectively.

**Kinetics** [14] is a large-scale video clip that covers more than 400 human action classes, which includes human-object interactions and human-human interactions. The publicly available Openpose [1] toolbox estimates the location of 2D spatial coordinates on every frame of the clips as the initial joint feature. In this experiment, we only use the first 120 actions with 100 samples per class provided by [25]. The number of training/validation/test partitions is identical to NTU RGB+D 120.

4.2. Evaluation

We evaluate the 5-way 1-shot and 5-way 5-shot action recognition tasks and report the average accuracy over 500 randomly selected episodes from the test stage. We use the variant of DASTM [25] as the baseline, which uses spatial activation as the spatial alignment and the DTW strategy as the temporal alignment. Our method is consistent with the baseline without using any pre-trained model and additional auxiliary datasets for few-shot learning.

4.3. Implementation Details

**Spatial-temporal backbones.** We utilize typical ST-GCN [45], 2s-AGCN [32], and MS-G3D [23] as the backbones with an early-fusion mechanism to encode skeletal action sequences. The early fusion module utilizes raw skeleton data to generate multi-modality data, i.e., joint, bone, and velocity. Concretely, the input branches for different modalities are implemented by three stacked layers of backbone for complete feature embedding.

**Experimental configuration.** We adopt the same data-preprocessing procedure as introduced in [25]. During the training and testing stage, the sampled frame number $T$ is set to 50 and 30 per skeleton sequence. We optimize the PAINet model with Adam [17] optimizer, where the initial learning rate is 0.01. For each epoch, we randomly sample 1,000 episodes for training and 500 episodes for validation to ensure sufficient generalization. The model is trained for 100 epochs, and the final performance is reported as the average of 10 epochs in the test stage. To ensure convincing results, each experiment is repeated 3 times to obtain the mean accuracy and standard deviation. All experiments are conducted with one GeForce RTX 3090 GPU.

### Table 1: Experimental results with three different backbones on 5-way 1-shot and 5-way 5-shot benchmarks of NTU-S, NTU-T, and Kinetics. The best accuracy(%) is highlighted. The left column represents 1-shot accuracy, while the right column represents 5-shot accuracy.

<table>
<thead>
<tr>
<th>Backbones</th>
<th>ST-GCN</th>
<th>2s-AGCN</th>
<th>MS-G3D</th>
</tr>
</thead>
<tbody>
<tr>
<td>Methods</td>
<td>NTU-T</td>
<td>NTU-S</td>
<td>Kinetics</td>
</tr>
<tr>
<td>ProtoNet [35]</td>
<td>71.2/81.1</td>
<td>73.3/84.3</td>
<td>74.6/46.8</td>
</tr>
<tr>
<td>DTW [15]</td>
<td>74.0/81.0</td>
<td>73.5/81.5</td>
<td>39.2/47.9</td>
</tr>
<tr>
<td>NGM [10]</td>
<td>71.8/81.4</td>
<td>75.7/84.2</td>
<td>39.1/48.6</td>
</tr>
<tr>
<td>DropEdge [30]</td>
<td>67.3/77.9</td>
<td>70.7/78.6</td>
<td>38.9/48.2</td>
</tr>
<tr>
<td>PairNorm [49]</td>
<td>72.9/81.8</td>
<td>72.8/81.4</td>
<td>39.3/48.6</td>
</tr>
<tr>
<td>DASTM [25]</td>
<td>75.1/83.0</td>
<td>76.2/85.5</td>
<td>39.3/48.9</td>
</tr>
<tr>
<td>PAINet</td>
<td>82.4/90.8</td>
<td>84.6/92.7</td>
<td>42.4/53.4</td>
</tr>
<tr>
<td></td>
<td>78.8/89.9</td>
<td>82.9/91.5</td>
<td>43.2/53.8</td>
</tr>
<tr>
<td></td>
<td>81.3/90.9</td>
<td>84.2/92.3</td>
<td>42.5/54.1</td>
</tr>
</tbody>
</table>
Table 2: Ablation study of the effect of the modules in our framework. The baseline is constructed by cross attention activation and temporal alignment DTW. Among them, SCA denotes Spatial Cross Attention, TSM denotes Temporal Set Metric, SSA denotes Spatial Self Attention, TCM denotes Temporal-Channel Mixer, TCA denotes Temporal Cross Attention Matcher. * and † indicate that the module belongs to Cross spatial alignment and Cross temporal alignment, respectively.

4.4. State-of-the-art Comparison

As shown in Table 1, we conduct experiments using three backbones on three mainstream datasets under a 5-way 1-shot and 5-way 5-shot setting. Specifically, our model significantly outperforms the SOTA approach on the NTU-series datasets and achieves decent improvements on the noisy Kinetics dataset. Furthermore, PAINet achieves considerable performance improvements on the NTU-S dataset with more complex action categories, demonstrating its better generalization. Compared to having the human body structure as the default connection, the multi-layer stacked self-attention structure in 2s-AGCN will lead to over-smooth representations after the message passes through different joints [25]. Besides, MS-G3D achieves comparable results to ST-GCN, indicating that directly adopting complex graph convolution networks will not lead to better generalization, proving the potential of simple spatial-temporal graph convolution.

4.5. Ablation Study

For convenience, all ablation experiments are achieved on the NTU-T dataset using STGCN as the backbone.

Impact of proposed contributions. As shown in Table 2, our model outperforms the baseline on separate alignment branches with temporal relation match, demonstrating that temporal tuple partition and align strategy can solve inconsistent temporal dependency. Besides, performance on the parallel branch also dramatically benefits from spatial cross-attention between query and support and spatial self-attention within each input. Secondly, the temporal channel mixer module improves under the cross-temporal alignment branch while negatively impacting the cross-spatial alignment branch. We argue that spatial cross-attention performs frame-by-frame spatial alignment between query and support, and mixing subsequent adjacent frames will cause the previous alignment to fail. Thirdly, merging parallel branches can complementarily focus on temporal and spatial action-critical regions. Additional results on loss functions, different motion modes, computational complexity, and efficiency can be found in the supplementary materials.

Impact of spatial joints aggregation. We present the impact of varying spatial aggregation mechanisms within skeleton. Mask Self-Att refers to randomly masking several joints on specific frames. ST Self-Att denotes the aggregation of spatial joints across some frames with the slide window mechanism. Channel-specific Att refers to channel-dependent attention patterns. JP and JS refers to joint-part and joint-semantic relation.

Table 3: Impact of varying spatial aggregation mechanisms within skeleton. Mask Self-Att refers to randomly masking several joints on specific frames. ST Self-Att denotes the aggregation of spatial joints across some frames with the slide window mechanism. Channel-specific Att refers to channel-dependent attention patterns. JP and JS refers to joint-part and joint-semantic relation.
<table>
<thead>
<tr>
<th>Temporal Metric</th>
<th>Temporal Set</th>
<th>1-shot(%)</th>
<th>5-shot(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Euclidean</td>
<td></td>
<td>79.2</td>
<td>86.9</td>
</tr>
<tr>
<td>DTW</td>
<td>frame-based</td>
<td>79.6</td>
<td>87.5</td>
</tr>
<tr>
<td>EMD</td>
<td></td>
<td>80.1</td>
<td>88.1</td>
</tr>
<tr>
<td>Hungarian</td>
<td></td>
<td>81.6</td>
<td>89.5</td>
</tr>
<tr>
<td>DASSM</td>
<td></td>
<td>81.3</td>
<td>89.4</td>
</tr>
<tr>
<td>Hungarian</td>
<td>pair-based</td>
<td>80.5</td>
<td>89</td>
</tr>
<tr>
<td>DASSM</td>
<td></td>
<td>82.4</td>
<td>90.8</td>
</tr>
</tbody>
</table>

Table 4: Comparison of various temporal set metrics in Cross spatial alignment branch. Earth Mover’s Distance (EMD) and Hungarian algorithm are reimplemented to measure the distance between query and support.

<table>
<thead>
<tr>
<th>action class</th>
<th>DASTM</th>
<th>Ours</th>
</tr>
</thead>
<tbody>
<tr>
<td>brush hair</td>
<td>0.41</td>
<td>0.63(+0.22)</td>
</tr>
<tr>
<td>hopping</td>
<td>0.53</td>
<td>0.94(+0.41)</td>
</tr>
<tr>
<td>take off headphone</td>
<td>0.69</td>
<td>0.91(+0.22)</td>
</tr>
<tr>
<td>apply cream on hand</td>
<td>0.73</td>
<td>0.93(+0.2)</td>
</tr>
<tr>
<td>high-five</td>
<td>0.78</td>
<td>0.93(+0.15)</td>
</tr>
</tbody>
</table>

Table 5: Major performance gains obtained by our model over DASTM[25] on test categories.

Impact of temporal set metric. Table 4 shows a performance comparison when integrating different temporal match algorithms in our Cross Spatial Alignment branch. For the frame-based partition, the sequence retains the original order information and has less semantic content. Besides, given noisy datasets [14], skeleton information on a single frame can not be effectively distinguished, and the optimal path will be severely disturbed. For the pair-based subsequence, the directional average symmetric surface metric represents the most semantic overlap relationship between each pair of query and all subsequences of the support category. However, the Hungarian algorithm needs a threshold to set the status of the matching object and one-to-one matching is not suitable for matching between subsequences.

4.6. Visualization

In Figure 5, we present a visualization of embeddings before and after adaptation. Generally, due to limited samples in meta-training, it is difficult for few-shot models to form accurate clusters without explicit regularization. We observe that after applying our alignment strategy on based representation, embeddings of the query are clustered compactly relative to the corresponding support representation.

4.7. Performance gains

In Table 5, we observe that our framework achieves gain above 20% for classes such as brush hair, hopping, take off headphone and apply cream on hand. Cross spatial alignment enhances the discrimination of important joint features for actions determined by local joint motions, such as take off headphone. And for action hopping, which depends on the temporal context and temporal subsequences, Cross temporal alignment can align temporal discriminative features.

5. Conclusion

We propose an effective Parallel Attention Interaction Network (PAINet) for few-shot skeleton-based action recognition, aiming to learn discriminative representations for novel actions by intra- and inter-relations learning. Besides, we develop a topology encoding module to improve skeleton embedding and a directional average symmetric surface metric for robust matching. Experimental results on the mainstream benchmark datasets have shown the benefits of our method.
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