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Abstract

Without manually annotated identities, unsupervised multi-object trackers are inferior to learning reliable feature embeddings. It causes the similarity-based inter-frame association stage also be error-prone, where an uncertainty problem arises. The frame-by-frame accumulated uncertainty prevents trackers from learning the consistent feature embedding against time variation. To avoid this uncertainty problem, recent self-supervised techniques are adopted, whereas they failed to capture temporal relations. The inter-frame uncertainty still exists. In fact, this paper argues that though the uncertainty problem is inevitable, it is possible to leverage the uncertainty itself to improve the learned consistency in turn. Specifically, an uncertainty-based metric is developed to verify and rectify the risky associations. The resulting accurate pseudo-tracklets boost learning the feature consistency. And accurate tracklets can incorporate temporal information into spatial transformation. This paper proposes a tracklet-guided augmentation strategy to simulate the tracklet’s motion, which adopts a hierarchical uncertainty-based sampling mechanism for hard sample mining. The ultimate unsupervised MOT framework, namely U2MOT, is proven effective on MOT-Challenges and VisDrone-MOT benchmark. U2MOT achieves a SOTA performance among the published supervised and unsupervised trackers.

1. Introduction

Multi-object tracking (MOT) \cite{31, 4, 46} has been widely deployed in real-world applications, including surveillance analysis \cite{32, 56}, autonomous driving \cite{13, 38}, intelligent robots \cite{34, 3}, etc. The goal of MOT task is to detect all target objects and simultaneously keep their respective feature embeddings consistent, regardless of the change of their shapes and angles over a period of time \cite{46, 55}. However, the core issue of unsupervised MOT task is lacking the annotated ID-supervision to confirm the consistency of a certain target, especially when its shape and angle are varied over time \cite{19, 43, 24, 22, 37}. When training an unsupervised tracker, since the learned feature embedding is unreliable, the similarity-based association stage is error-prone. Propagating pseudo identities frame-by-frame leads to uncertainty in the resulting pseudo-tracklets, which accumulates in per-frame associations. This prevents trackers from learning a consistent feature embedding \cite{43, 24}.

To avoid this problem, self-supervised techniques \cite{24, 37, 52} are utilized to generate augmented samples with perfectly-accurate identities. However, these commonly-used methods merely take a single frame for augmentation, while the inter-frame temporal relation is totally ignored. It usually leads to sub-optimal performance \cite{55}. The uncertainty problem seems inevitable but remains underexplored. In fact, we argue that the uncertainty can be leveraged to maintain consistency in turn, as shown in Fig. 1.

First, uncertainty can guide the construction of pseudo-tracklets. When the similarity-based inter-frame object association is inaccurate, we propose to introduce a quan-
Uncertainty-aware Tracklet-Labeling (UTL) generates highly-accurate pseudo-tracklets to learn the embedding consistency. The proposed mechanism, termed Uncertainty-aware Tracklet-Labeling (UTL), generates highly-accurate pseudo-tracklets to learn the embedding consistency. The proposed UTL has two features: (1) it can directly boost the tracking performance during inference as well. (2) it is complementary to existing methods and can be incorporated with consistent performance.

Second, uncertainty can guide the hard sample augmentation. The trustworthy pseudo-tracklets can be exploited to incorporate temporal information into sample augmentation, thereby overcoming the key limitation of current augmentation-based methods. To this end, we develop a Tracklet-Guided Augmentation (TGA) strategy to simulate the real motion of pseudo-tracklets. Specifically, TGA generates augmentation samples aligned to the highly-uncertain objects in the pseudo-tracklet for hard example mining. Because a high association-uncertainty basically indicates the presence of challenging negative examples. To achieve this goal, a hierarchical uncertainty-based sampling mechanism is developed to ensure a trustworthy pseudo-tracklet and hard sample augmentation.

The ultimate unsupervised MOT framework, namely U2MOT, is proved effective on several public benchmarks (i.e., MOT17 [31], MOT20 [7], and the challenging VisDrone-MOT [57]). The experiments show that U2MOT significantly outperforms previous unsupervised methods (e.g., 62.7% v.s. 58.6% of HOTA on MOT20), and achieves SOTA (e.g., 64.2% HOTA on MOT17) among existing unsupervised and supervised trackers. Extensive ablation studies demonstrate the effectiveness of leveraging uncertainty in improving the consistency in turn.

Contributions of this paper are summarized as follows:

1) We are the first to leverage uncertainty in unsupervised multi-object tracking, where an association-level uncertain metric is introduced to verify the pseudo-tracklets, and a hierarchical uncertainty-based sampling mechanism is developed for hard sample generation.

2) We propose a novel unsupervised U2MOT framework, where UTL is developed to guarantee the intra-tracklet consistency and TGA is adopted to learn the consistent feature embedding.

3) We achieve a SOTA tracking performance among existing methods, and demonstrate the generalized application prospects for the uncertainty metric.

2. Related Work

Pseudo-label-based Unsupervised MOT. Existing unsupervised methods generate pseudo-identities in three main ways, including motion-based, cluster-based, and similarity-based methods. In terms of motion-based methods, SimUMOT [19] adopts SORT [4] to generate the pseudo-tracklets, which is used to guide the training of re-identification networks. Very recently, UEANet [22] uses ByteTrack [34] to improve the quality of pseudo labels, where ByteTrack excavated the values of low-confident detection boxes. However, long-term dependency within pseudo-tracklets is hard to guarantee, and the spatial information is not reliable in irregular camera motions. Cluster-based methods [10, 23, 37] try to iteratively cluster the objects in the whole video to get pseudo-identities. These methods usually lead to sub-optimal performance. A possible reason is that the temporary association within the tracklet is totally ignored. The similarity-based methods, like Cycas [43] and OUTrack [24], utilize the cycle-consistency [42] of object similarities between adjacent frames. As time interval extends, the noise of pseudo-label becomes an inconvenient truth. Different from existing methods, our U2MOT designs an uncertainty-based refinement mechanism to obtain accurate associations. Long-term consistency is preserved through identity propagation.

Uncertainty Estimation. In recent years, uncertainty estimation has been widely explored in classification calibration (e.g., detecting misclassified or out-of-distribution samples) from three main aspects. Some researchers adopt deterministic networks [29, 35, 9] or ensembles [21, 45] to explicitly represent the uncertainty. Others adopt the widely-used softmax probability distribution [17] to evaluate the credibility according to the classification confidence. Very recently, the energy model [26, 39] emerges as the widely-exploited metric in the uncertainty estimation, which is theoretically aligned with the probability density of the inputs. However, for multi-object tracking, object occlusion and similar appearance always lead to mismatching. Thus, the uncertain estimation is worth exploring. In this paper, we design an uncertain metric specially for tracklets-based tasks, which is proved effective.

Augmentation Strategy. Adaptive augmentation strategies have been extensively studied in image classification [11, 27], object detection [40, 14], and representation learning [1, 53]. However, random perspective transformation still dominates in unsupervised multi-object tracking [55, 37]. Other researchers present GAN-based augmentation strategies [18, 52] for person re-identification. However, these methods fail to generate realistic object tracklets in MOT situations. This work integrates the tracklets property into augmentation and focuses on negative hard sample generations, which makes our augmentation strategy task-specific and effective.
3. Methodology

3.1. Overview

As shown in Fig. 2, the proposed unsupervised MOT framework is trained with the widely-used contrastive learning technique [6, 15]. Specifically, for multi-object tracking, objects within the tracklet \( k_+ \) should be pulled together and different tracklets \( k_- \) should be separated. It can be mathematically formulated as:

\[
\mathcal{L}_{cl}(q; k_+; k_-) = - \log \frac{\exp(q \cdot k_+ / \epsilon)}{\sum_i \exp(q \cdot k_i / \epsilon)}
\]  

where \( \mathcal{L}_{cl} \) denotes the InfoNCE [33] loss function, \( k_i \) means a (positive or arbitrarily negative) key sample, and \( \epsilon = 0.07 \) is the temperature [48]. Following the unsupervised tracking fashion [24, 37], the positive and negative keys mainly come from two sources within a video, i.e., pseudo-labeled historical frames and self-augmented frames.

However, two issues occur: (1) the uncertainty reduces the accuracy of pseudo-tracklets and (2) the randomly augmented samples fail to learn the inter-frame consistency. We argue the above issues are not independent. By leveraging the uncertainty in turn, the accurate pseudo-tracklets can guide the qualified positive and negative augmentations.

To address these two issues, we propose an uncertainty-aware pseudo-tracklet labeling strategy in Sec. 3.2, which integrates a verification-and-rectification mechanism into the tracklet generation. Then we propose a tracklet-guided augmentation strategy in Sec. 3.3, bringing temporary information into spatial augmentation. The augmented samples simulate the objects’ motion. A hierarchical uncertainty-based sampling strategy is proposed for hard sample mining. More details are described in the following section.

3.2. Uncertainty-aware Tracklet-Labeling

Accurate pseudo tracklet is critical in learning feature consistency. However, without manual annotation, the aggravated uncertainty makes the tracklet-labeling a huge challenge due to various interference factors, including similar appearance among objects, frequent object cross and occlusions, etc. In fact, the uncertainty can also be leveraged to improve the pseudo-accuracy in turn. In this section, we propose an Uncertainty-aware Tracklet-Labeling (UTL) strategy for better pseudo-tracklets.

Given an input video sequence \( V = \{I^1, I^2, \ldots, I^N\} \), each frame \( I^t \) is annotated with the bounding boxes \( B^t = \{b^t_1, b^t_2, \ldots, b^t_M\} \) of \( M \) objects in \( t_{th} \) frame, where \( b^t_i = \)
(cx^t_i, cy^t_i, w^t_i, h^t_i) is the center coordinate and shape of the \(i\)th object \(o^t_i\). As shown in Fig. 2, U2MOT generates accurate pseudo-tracklets in four main steps:

1) **Association.** For a certain object \(o^t_i\) in frame \(I^t\), the \(\ell_2\)-normalized representation \(f^t_i\) can be expressed as \(f^t_i = \phi(I^t, b^t_i)\), where the embedding encoder is denoted as \(\phi\).

To associate the objects in frame \(I^t\) with the objects or trajectories in previous \(I^{t-1}\), a similarity matrix is constructed with their appearance embeddings:

\[
C \in \mathbb{R}^{M^t \times M^{t-1}}, \quad c_{i,j} = f^t_i \cdot f^{t-1}_j
\]

where \(c_{i,j}\) represents the cosine similarity between the \(i\)th object in frame \(I^t\) and the \(j\)th object (or trajectory) in frame \(I^{t-1}\). Then the Hungarian algorithm [20] is adopted to generate the identity association results.

2) **Verification.** However, the appearance representations are sometimes unreliable, especially in the unsupervised scenario. To solve this issue, an uncertainty metric is proposed to evaluate the association after the first stage. Object association can be viewed as a multi-category classification problem. And confidence-score has been proved efficient and effective in detecting mis-classified examples [17]. Inspired by this, we propose to detect the mis-associated objects through the similarity scores.

For a certain object \(o^t_i\) and \(o^{t-1}_j\) in the previous frame based on Eq. (2), the association \((o^t_i \sim o^{t-1}_j)\) is unconvincing in two cases: 1) the assigned similarity \(c_{i,j}\) is relatively low (e.g., partial occlusion or motion blur) and 2) there are other objects whose similarities are close to the assigned \(c_{i,j}\) (e.g., similar appearance or indistinguishable embedding). It can be formulated as:

\[
c_{i,j} < m_1; \quad c_{i,j} > c_{i,j} - m_2
\]

where \(m_1, m_2\) are constant margins. For simplicity, only the second-highest similarity with others \((c_{i,j})\) is considered. In an ideal association, \(c_{i,j}\) should be close to 1 and \(c_{i,j} \) close to 0. We thus estimate the association risk as:

\[
\sigma_{i,j} = -\log c_{i,j} - \log (1 - c_{i,j})
\]

Detailed derivation is shown in Appendix B. Combining with Eq. (3) and Eq. (4), an adaptive threshold is proposed:

\[
\gamma_{i,j} = -\log m_1 - \log (1 + m_2 - c_{i,j})
\]

As shown in Fig. 3a, when the risk \(\sigma_{i,j}\) is higher than the threshold \(\gamma_{i,j}\), the assignment \((o^t_i \sim o^{t-1}_j)\) should be reconsidered. The **association uncertainty** is quantified as:

\[
\delta_{i,j} = \sigma_{i,j} - \gamma_{i,j}
\]

The results are not sensitive to the exact margins. We set \(m_1 = 0.5\) and \(m_2 = 0.05\) for slightly better performance.

The uncertain pairs after the verification stage and unmatched objects after the association stage are gathered as uncertain candidates for the rectification stage. We have provided several visualization examples to verify the certain/uncertain associations in Appendix I.

3) **Rectification.** The rectification stage is performed among the uncertain candidate. The similarities between the two adjacent frames are no longer convincing. More information should be taken into account, including motion estimation and appearance variation within a tracklet.

For the uncertain candidates, U2MOT constructs another similarity matrix for the secondary rectification. First, the motion constraints should be relaxed, so the association shares overlap higher than \(\beta\) are preserved. Second, the appearance should not vary extremely fast, so we adopt the averaged similarity between object \(o^t_i\) and tracklet \(tr k_j = \{o^{t-K}_j, \cdots, o^{t-1}_j\}\) within previous \(K\) frames. In this stage, we solve the sub-problem of global identity assignments, which can be formulated as:

\[
C' \in \mathbb{R}^{M^t' \times M^{t-1}'}
\]

\[
e'_{i,j} = \left(\frac{1}{K} \sum_{t=1-K}^{t-1} f^t_i \cdot f^t_j\right) \times \mathbb{1} \left(\text{IoU} (b^t_i, b^{t-1}_j) > \beta\right)
\]

where \(\mathbb{1}(\cdot)\) is the indicator function. Then the match set is updated based on the Hungarian algorithm.

**Remark.** Our core contribution is the uncertainty-based verification mechanism, rather than the specific rectification, which shall be adjusted in practice. Empirically we set \(\beta = 0.1\) and \(K = 5\).

4) **Propagation.** The pseudo-tracklets are propagated frame-by-frame. As shown in Fig. 3b, our strategy brings consistently accurate pseudo-identities, e.g., reaching 97% accuracy across 100 frames. The long-term intra-tracklet consistency is successfully maintained.
Figure 4: Comparison of augmentations. Random augmentations (b) and (c) fail to simulate the tracklet movements between frames (a) and (d), while TGA can. Two types of TGA are displayed: current objects + historical position + current (e) or historical (f) background.

It is worth mentioning that the verification and rectification stages can be naturally applied to the inference process to boost the performance, which does not conflict with existing association methods.

3.3. Tracklet-Guided Augmentation

Accurate pseudo-tracklets can guide the sample augmentation in the unsupervised MOT framework. To learn the inter-frame consistency [6, 55], good training samples should be diverse and temporal-aware. However, as illustrated in Fig. 4, existing methods usually treat augmentation and multi-object tracking as two isolated tasks, leading to ineffective augmentations. Instead, this paper utilizes the tracklet’s spatial displacements to guide the augmentation process. Based on a properly selected anchor pair, the proposed strategy makes the augmented frames aligned to the historical frames, simulating realistic tracklet movements. The proposed method concurrently focuses on the hard negative samples. Details of the Tracklet-Guided Augmentation (TGA) are given below.

Given a current frame $I^t$ with $M^t$ objects, a source-anchor object $o^t_a$ is selected, whose bounding box is denoted as $b^t_a = (cx_a^t, cy_a^t, w_a^t, h_a^t)$. Then, we choose a target-anchor $o^{tτ}_a$ in $(t−τ)$th historical frame from the pseudo-tracklet $trk_a = \{o_0^a, o_1^a, \ldots, o_n^a\}$. Finally, to augment the current $I^t$ to align with historical $I^{tτ}$, a tracklet-guided affine transformation can be expressed as:

$$\begin{bmatrix} x'^t \\ y'^t \\ 1 \end{bmatrix} = M^{tτ}_t \begin{bmatrix} x^t \\ y^t \\ 1 \end{bmatrix} = \begin{bmatrix} m_{11} & m_{12} & m_{13} \\ m_{21} & m_{22} & m_{23} \\ 0 & 0 & 1 \end{bmatrix} \begin{bmatrix} x^t \\ y^t \\ 1 \end{bmatrix},$$

where $x^t, y^t$ are spatial coordinates, and $M^{tτ}_t$ can be solved by direct linear transform (DLT) algorithm [8]. Then an augmented frame $I^t$ is generated based on the tracklet-guided affine transformation with perspective jitter, which can be expressed as $I^t = T(I^t, M^{tτ}_t)$. Intuitively, a proper anchor-selection is vitally important for our augmentation strategy.

First, the identity accuracy of anchor pair $(o^t_a, o^{tτ}_a)$ is important. In other words, the consistency of anchor tracklet $trk_a$ should be guaranteed. We thus design a tracklet-level uncertain metric based on the propagated association-level uncertainty defined in Eq. (6), which is formulated as:

$$\Omega_t = \frac{1}{n} \sum_{s=t_0}^t \exp(\delta^t_s)$$

where $\Omega_t$ denotes the uncertainty of tracklet $trk_a$, and $n$ is the tracklet length. An uncertainty-based sampling strategy is designed to select the source anchor $o^t_a$ (along with the anchor $trk_a$) from the $M^t$ objects in frame $I^t$ by:

$$p(a = i \mid t) = \frac{\exp (−\Omega_t)}{\sum_{i=1}^{M^t} \exp (−\Omega_i)}$$

where $p(a = i \mid t)$ represents the probability to choose the $i_{th}$ tracklet $trk_i$ as the anchor $trk_a$. The uncertain tracklet with high $\Omega$ is less likely to be selected, avoiding dramatic augmentations from erroneous pseudo-tracklets.

Second, hard negative samples matter in discriminability learning. We tend to choose an indistinguishable (or, highly uncertain) target anchor $o^{tτ}_a$ along the tracklet $trk_i$. The selection probability can be formulated as:

$$p(\pi = tτ \mid a) = \frac{\exp(\delta^{tτ}_a)}{\sum_{\tau=1}^{t−1} \exp(\delta^{tτ}_a)}$$

Compared to conventional random transformation, our tracklet-guided augmentation is well-directed and tracking-related. A visualization example is displayed in the Appendix E to illustrate the hierarchical sampling process.

Together with accurate pseudo-tracklets, the inter-frame consistency is successfully improved, as shown in Fig. 5.

Figure 5: Inter-frame consistency visualization. During the associations, we statistic the similarity delta ($\Delta$) between ground-truth association ($c^+$) and other objects with the largest similarity ($c^−$). A positive delta ($\Delta = c^+ − c^- > 0$) means a good tracker, the larger the better.
4. Experiment

4.1. Datasets and Evaluation Metrics

Datasets. Experiments are performed on three popular benchmarks: MOT17 [31], MOT20 [7], and the challenging VisDrone-MOT [57]. MOT17 contains 14 videos captured from diverse viewpoints and weather conditions, while MOT20 consists of 8 videos on crowded scenes with heavier occlusion. Both of them are evaluated with the “private detection” protocol. VisDrone-MOT is captured by UAVs in various scenes, which comprises 79 sequences with 10 object categories. Only five categories (i.e., car, bus, truck, pedestrian, and van) are considered during evaluation [25]. Multi-class tracking with irregular camera motion makes VisDrone-MOT a challenging benchmark.

Metrics. Following the previous MOT methods [22, 55, 54], the HOTA [28] and CLEAR [2] metrics are adopted to evaluate the trackers. Specifically, CLEAR mainly includes multiple object tracking accuracy (MOTA), ID F1 score (IDF1), and identity switches (IDS).

4.2. Implementation Details

To show the efficacy of our unsupervised MOT framework, we implement U2MOT on YOLOX [12] with a ReID head integrated (see Appendix H). Specifically, the detection branch is trained in the same way as ByteTrack [54], while the new ReID head is learned with our U2MOT. The model is trained with SGD optimizer and the initial learning rate of $1 \times 10^{-3}$ with cosine annealing schedule.

For MOT17 and MOT20, the model is trained with the same setting as ByteTrack. Taking MOT20 for example, we train U2MOT for 80 epochs with an extra CrowdHuman [36] dataset. For VisDrone-MOT, U2MOT is trained for 40 epochs without extra datasets. A pre-trained UniTrack [43] ReID model is added for ByteTrack to handle the multi-class multi-object tracking [54]. Specifically, the input image size is $1440 \times 800$ for MOT-challenges and $1600 \times 896$ for VisDrone-MOT.

Identity labels are unused in ALL training datasets.

4.3. Main Results

MOT-Challanges. Evaluated by the official server, the results on MOT17 and MOT20 benchmarks are illustrated in Tab. 1, which shows U2MOT beats all of the SOTA supervised and unsupervised methods on HOTA and IDF1 metrics. Specifically, it outperforms the SOTA unsupervised UENet [22] by a large margin (e.g., 1.2% HOTA on MOT17). With the assistance of the ReID head, U2MOT consistently performs better in terms of HOTA and IDF1 against ByteTrack [54]. However, the IDS increases on MOT20, which is mainly because the extracted feature embedding is naturally biased in such severe scenarios. Embedding-based unsupervised methods (including our U2MOT) are inferior to occluded similarities, leading to the IDS increase. Some occlusion-aware optimizations [16, 49] might alleviate this problem. In addition, the MOTA of U2MOT is slightly decreased, which implies that the competition between detection and re-identification tasks should be further explored. Detailed discussions and experiments are provided in Appendix A2.

In addition, U2MOT does not involve network structure evolution, so the performance gains brought by U2MOT is uncorrelated with those enhancement modules proposed by advanced trackers in Tab. 1. Combining U2MOT with these methods would lead to even better tracking performance.

VisDrone-MOT. For the videos captured in UAV views, the IoU information (or motion model) is unreliable due to the irregular camera motion. To deal with this issue, camera motion compensation [54] and objects’ positional relation [25] are mainly adopted, which are effective but computationally expensive. This work provides another solu-

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Tracker</th>
<th>Sup.</th>
<th>HOTA↑</th>
<th>MOTA↑</th>
<th>IDF1↑</th>
<th>IDS↓</th>
<th>FPS↑</th>
</tr>
</thead>
<tbody>
<tr>
<td>MOT17</td>
<td>CorrTrack [41]</td>
<td>✓</td>
<td>58.7</td>
<td>73.5</td>
<td>70.2</td>
<td>4122</td>
<td></td>
</tr>
<tr>
<td></td>
<td>OUTrack [24]</td>
<td>×</td>
<td>58.7</td>
<td>73.5</td>
<td>70.2</td>
<td>4122</td>
<td></td>
</tr>
<tr>
<td></td>
<td>U2MOT (Ours)</td>
<td>×</td>
<td>64.3</td>
<td>79.7</td>
<td>78.2</td>
<td>1506</td>
<td></td>
</tr>
<tr>
<td>MOT20</td>
<td>CorrTrack [41]</td>
<td>✓</td>
<td>58.7</td>
<td>73.5</td>
<td>70.2</td>
<td>4122</td>
<td></td>
</tr>
<tr>
<td></td>
<td>OUTrack [24]</td>
<td>×</td>
<td>58.7</td>
<td>73.5</td>
<td>70.2</td>
<td>4122</td>
<td></td>
</tr>
<tr>
<td></td>
<td>U2MOT (Ours)</td>
<td>×</td>
<td>64.3</td>
<td>79.7</td>
<td>78.2</td>
<td>1506</td>
<td></td>
</tr>
</tbody>
</table>

Table 1: Performance comparison against SOTA trackers on MOT-Challenge test sets. “+”/“” indicates higher/lower values are better, respectively. Bold numbers are superior results.

<table>
<thead>
<tr>
<th>Method</th>
<th>Sup.</th>
<th>MOTA↑</th>
<th>IDF1↑</th>
<th>IDS↓</th>
<th>FPS↑</th>
</tr>
</thead>
<tbody>
<tr>
<td>MOTR [51]</td>
<td>✓</td>
<td>22.8</td>
<td>41.4</td>
<td>959</td>
<td>7.5</td>
</tr>
<tr>
<td>TrkFormer [30]</td>
<td>✓</td>
<td>24.0</td>
<td>30.5</td>
<td>4840</td>
<td>7.4</td>
</tr>
<tr>
<td>UavMOT [25]</td>
<td>✓</td>
<td>36.1</td>
<td>51.0</td>
<td>2775</td>
<td>12.0</td>
</tr>
<tr>
<td>ByteTrack [54]</td>
<td>×</td>
<td>52.3</td>
<td>68.3</td>
<td>1232</td>
<td>11.4</td>
</tr>
<tr>
<td>U2MOT (Ours)</td>
<td>×</td>
<td>52.3</td>
<td>69.0</td>
<td>1052</td>
<td>19.4</td>
</tr>
</tbody>
</table>

Table 2: Performance on VisDrone-MOT test-dev set.
Table 3: Evaluation of the proposed modules.

<table>
<thead>
<tr>
<th>Method</th>
<th>HOTA↑</th>
<th>MOTA↑</th>
<th>IDF1↑</th>
<th>IDS↓</th>
</tr>
</thead>
<tbody>
<tr>
<td>baseline</td>
<td>63.40</td>
<td>73.73</td>
<td>74.51</td>
<td>207</td>
</tr>
<tr>
<td>+LTD</td>
<td>63.43</td>
<td>73.74</td>
<td>74.64</td>
<td>202</td>
</tr>
<tr>
<td>+UTL</td>
<td>63.84</td>
<td>73.78</td>
<td>75.19</td>
<td>203</td>
</tr>
<tr>
<td>+TGA</td>
<td>64.08</td>
<td>73.79</td>
<td>75.42</td>
<td>197</td>
</tr>
</tbody>
</table>

Table 4: Ablation on the anchor-selection mechanism in TGA (Sec. 3.3).

<table>
<thead>
<tr>
<th>TGA-src</th>
<th>TGA-tgt</th>
<th>HOTA↑</th>
<th>MOTA↑</th>
<th>IDF1↑</th>
<th>IDS↓</th>
</tr>
</thead>
<tbody>
<tr>
<td>random</td>
<td>random</td>
<td>63.84</td>
<td>73.78</td>
<td>75.19</td>
<td>203</td>
</tr>
<tr>
<td>uncertain random</td>
<td>63.93</td>
<td>73.79</td>
<td>75.31</td>
<td>204</td>
<td></td>
</tr>
<tr>
<td>random uncertain</td>
<td>64.01</td>
<td>73.79</td>
<td>75.35</td>
<td>201</td>
<td></td>
</tr>
<tr>
<td>uncertain uncertain</td>
<td>64.08</td>
<td>73.79</td>
<td>75.42</td>
<td>197</td>
<td></td>
</tr>
</tbody>
</table>

4.4. Ablation Studies

In this section, we conduct extensive ablation studies to elaborate on the effectiveness of the proposed approach. Following the previous methods [55, 22, 47], the first half of each video of the MOT17 training set is used for training, and the second half is for validation. All the models are trained for 30 epochs. Beside the results below, we also conduct ablation studies by training and testing on separate videos with cross-validation. The conclusion is unchanged. For more details please refer to Appendix G.

Effectiveness of the modules proposed in U2MOT.

Our unsupervised framework proposes two major components: uncertainty-aware tracklet-labeling (UTL) and tracklet-guided augmentation (TGA). To evaluate each component, we conduct an ablation study on the tracking performance. The results are shown in Tab. 3. We first construct a baseline model by training on adjacent frames. To introduce long-term dependency (LTD), the vanilla similarity-based association on historical frames is conducted for pseudo identities. However, it results in negligible gains in terms of HOTA and MOTA due to the noisy pseudo-labels, meanwhile the IDF1 and IDS obtain slight increases. Instead, the proposed UTL strategy improves the tracking performance in most of the metrics (e.g., 0.4% HOTA), which evidences the fact that long-term temporal consistency is well preserved. Finally, the TGA strategy results in increases of 0.2% HOTA and 0.2% IDF1, as well as decreased IDS, demonstrating that our task-specific augmentation assists in learning the inter-frame consistency. Equipped with the proposed components, unsupervised U2MOT even achieves better HOTA and IDF1 against the identity-supervised model (without UTL and TGA), which validates the effectiveness of our method and indicates the potential to leverage large-scale unlabeled videos.

Uncertain margins. Since the uncertainty metric is vital, we investigate the performance variance caused by different uncertainty margins when verifying the associations. As shown in Fig. 6, different combinations of $m_1, m_2$ consistently improve the tracking performance. And the improvement is relatively not sensitive to the exact value of these two hyper-parameters. It indicates that wrong associations usually occur in candidates with comparable similarities and relatively lower confidence, which are able to be filtered out and rectified. We choose $m_1 = 0.5, m_2 = 0.05$ for slightly better performance. Moreover, we have provided further experiments on parameter stability with different models in Appendix D, as well as a comparison with other uncertainty metrics in Appendix C and Appendix F.

Augmentation strategies. The customized tracklet-guided augmentation is mainly explored in Tab. 4, where the hierarchical uncertainty-based anchor-sampling mechanism is further evaluated. First, TGA benefits the tracking performance even with totally random anchor-selections. Meanwhile, the selected source anchor tracklet with low-uncertainty avoids dramatic transformation, which brings a slight decrease in IDS. Since most of the pseudo-
Table 5: **Inference boosting.** Results are obtained by different association strategies with the SAME model.

<table>
<thead>
<tr>
<th>Tracker</th>
<th>HOTA↑</th>
<th>MOTA↑</th>
<th>IDF1↑</th>
<th>IDS↓</th>
</tr>
</thead>
<tbody>
<tr>
<td>U2MOT</td>
<td>64.08</td>
<td>73.79</td>
<td>75.42</td>
<td><strong>197</strong></td>
</tr>
<tr>
<td>+UTL</td>
<td>64.90</td>
<td>74.09</td>
<td>76.66</td>
<td>212</td>
</tr>
<tr>
<td>ByteTrack</td>
<td>63.32</td>
<td>73.72</td>
<td>74.32</td>
<td><strong>207</strong></td>
</tr>
<tr>
<td>+UTL</td>
<td>64.90</td>
<td>74.09</td>
<td>76.66</td>
<td>212</td>
</tr>
<tr>
<td>FairMOT</td>
<td>62.03</td>
<td>72.65</td>
<td>72.83</td>
<td>618</td>
</tr>
<tr>
<td>+UTL</td>
<td>64.01</td>
<td>73.35</td>
<td>75.05</td>
<td>427</td>
</tr>
<tr>
<td>DeepSORT</td>
<td>58.48</td>
<td>70.81</td>
<td>66.20</td>
<td>526</td>
</tr>
<tr>
<td>+UTL</td>
<td>59.75</td>
<td>70.97</td>
<td>67.60</td>
<td><strong>512</strong></td>
</tr>
<tr>
<td>MOTDT</td>
<td>60.49</td>
<td>71.95</td>
<td>69.87</td>
<td>622</td>
</tr>
<tr>
<td>+UTL</td>
<td>61.46</td>
<td>72.55</td>
<td>71.40</td>
<td><strong>353</strong></td>
</tr>
</tbody>
</table>

tracklets are accurate enough after the training, this mechanism mostly serves as stabilizing the training in the early stages. Moreover, the selected target anchor object with high-uncertainty along the tracklet brings qualified hard negative examples, leading to a 0.1% HOTA increase. Ultimately, the combined hierarchical uncertainty-based anchor-sampling mechanism results in better performance, demonstrating the effectiveness of TGA. Furthermore, we have quantitatively evaluated the superiority of the TGA strategy over other approaches in Appendix F.

**Inference boosting.** The proposed uncertainty-aware tracklet labeling (UTL) strategy does not conflict with existing matching strategies. On the contrary, combined with our method, existing methods achieve better tracking performance. As shown in Tab. 5, we first set our method as the comparison baseline, which simply adds ReID embeddings to the ByteTrack [54], and our UTL can thus be equipped. Besides, we integrate UTL to other three popular MOT trackers, including FairMOT [55], DeepSORT [46], and MOTDT [5]. It shows that the UTL consistently boosts all of these trackers by a large margin on most of the metrics, especially in HOTA and IDF1. The IDS of FairMOT and MOTDT is significantly decreased. The training-free UTL shows its effective and generalized application prospects.

Some typical visualization results are shown in Fig. 7, which is consistent with Tab. 5. First, when IoU information is unreliable in irregular camera motions, our method is robust to spatial prediction noise with the uncertainty-based verification stage. Second, in the rectification stage, the tracklet appearance embedding provides important supplementary information to confront the transient occlusions.

5. Methodology Limitation

While U2MOT can enhance the ability of unsupervised trackers by leveraging uncertainty during training, the current implementation has some limitations. One of these limitations is that the uncertainty assessment is conducted offline, which is isolated from the network training process. This means that the model cannot adjust and improve in real-time during training based on the uncertainty analysis, potentially limiting its ability to optimize its performance. Moreover, this offline uncertainty assessment has led to an increase in train time, with the current implementation taking twice as long to train the network. This could be problematic in scenarios where time is a critical factor or when there are large amounts of data to process.

6. Conclusion

This paper proposes a novel unsupervised MOT framework, U2MOT, to address the challenging and underexplored issue of uncertainty in visual tracking. The proposed method improves the quality of pseudo-tracklets through an uncertainty-aware tracklet-labeling strategy and enhances tracklet consistency through a tracklets-guide augmentation method that employs a hierarchical uncertainty-based sampling approach for generating hard samples. Experimental results demonstrate the effectiveness of U2MOT, showing the potential of uncertainty. Moving forwards, we will continue to investigate a general video-related uncertainty metric and its applications in various downstream tasks.
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