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Abstract

3D instance segmentation aims to predict a set of ob-
ject instances in a scene and represent them as binary fore-
ground masks with corresponding semantic labels. How-
ever, object instances are diverse in shape and category,
and point clouds are usually sparse, unordered, and irreg-
ular, which leads to a query sampling dilemma. Besides,
noise background queries interfere with proper scene per-
ception and accurate instance segmentation. To address
the above issues, we propose the Query Refinement Trans-
former termed QueryFormer. The key to our approach is to
exploit a query initialization module to optimize the initial-
ization process for the query distribution with a high cov-
erage and low repetition rate. Additionally, we design an
affiliated transformer decoder that suppresses the interfer-
ence of noise background queries and helps the foreground
queries focus on instance discriminative parts to predict fi-
nal segmentation results. Extensive experiments on Scan-
NetV2 and S3DIS datasets show that our QueryFormer can
surpass state-of-the-art 3D instance segmentation methods.

1. Introduction
3D instance segmentation is a fundamental task for 3D

scene understanding, which aims to predict the semantic la-
bels and the binary foreground masks for every object in the
scene simultaneously. With the popularity of AR/VR [31],
3D indoor scanning [21], and autonomous driving [46], 3D
instance segmentation has become a key technology facil-
itating scene understanding. However, the complex layout
of the scene and the variety of object categories pose se-
vere challenges to 3D instance segmentation in segmenting
similar objects and accurate point cloud masking.

To overcome the above challenges, a series of 3D in-
stance segmentation methods [11, 24, 4, 23, 39, 36] have
been proposed. Generally, these methods can be di-
vided into three categories: proposal-based [45, 11, 24],
grouping-based [17, 4, 23, 39], and query-based [36].
Proposal-based methods [45, 11, 24] extract 3D bound-
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Figure 1. The visualization of query distribution and segmen-
tation results. A. The query initialization module samples a
query on each of the two chairs to distinguish the two instances
precisely. B. Repeated queries incorrectly split the complete board
into two pieces. C. The denoising module removes many noise
background queries and optimizes the final segmentation results.

ing boxes and utilize a mask learning branch to predict
the object mask inside each box. Grouping-based meth-
ods [17, 4, 23, 39] rely on a bottom-up pipeline that gen-
erates predictions for each point (e.g., semantic categories
and geometric offsets) and then groups the points into
instances. However, proposal-based and grouping-based
methods strongly rely on high-quality proposals and require
manual selection of geometric properties and tuning of hy-
perparameters. These drawbacks and limitations prompt
query-based methods to be proposed and receive extensive
attention from researchers. Query-based methods are re-
garded as a class of transformer query-based methods [2, 5]
in which each object instance is represented as an instance
query. Query-based methods require a large number of
queries spread throughout the scene to cover a large part
of foreground objects in the scene so that there are one or
even more queries on each covered object instance. Then
a transformer decoder learns the instance queries by itera-
tively focusing on multi-level point cloud features. Eventu-
ally, the instance queries aggregate point cloud features to
produce all instance masks in parallel.

Based on the discussion of the above approaches, query-
based methods show great promise for 3D instance segmen-
tation tasks by offering superior performance while not re-
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Figure 2. Statistics on coverage rate&repetition rate and
query distribution. For query distribution, our method has more
foreground distribution and less noise background queries and FPS
initialization exists many noise background queries. Besides, our
method guarantees a high coverage rate of foreground object in-
stances while maintaining a low repetition rate.

quiring high-quality 3D proposals and reducing the need
for extensive manual setup. By analyzing the query-based
method, we summarize the following two core points of
query-based 3D instance segmentation: 1) How to effec-
tively initialize queries? For the query-based method, we
conclude that coverage and repetition rates are two signifi-
cant factors affecting query initialization. The coverage rate
is defined as the proportion of foreground object instances
with queries distributed to the total foreground object in-
stances in the scene. As the statistical results in Figure 2,
the coverage rate of FPS [35] is 74% (Ours is 89%), and the
lower coverage rate causes some objects to be missed. For
example, as shown in Figure 1(A), the two chairs are incor-
rectly segmented into one whole object because one chair
is not covered by queries. The repetition rate is defined as
the proportion of queries that have other queries coexisting
in the same foreground object instance to the total number
of foreground queries. The higher repetition rate (64% vs
our 47%) results in low query utilization and unnecessary
overlapping computation. Besides, repeated queries con-
tradict one-to-one bipartite matching mechanism and will
destroy the integrity of segmentation results. As shown in
Figure 1(B), multiple queries split the board into two parts.
In practice, a high coverage rate often leads to a high rep-
etition rate, and a low repetition rate is accompanied by a
low coverage rate, so it is necessary to design an initial-
ization strategy that can guarantee a high coverage rate of
foreground object instances while maintaining a low rep-
etition rate. 2) How to suppress the interference of noise
background queries on accurate segmentation? Query-
based methods yield outstanding performance but sample
more queries than object instances in the scene. For ex-
ample, sampling results by the Mask3D [36] in Figure 2
show that 48% of the queries are distributed on foreground

objects, while 15% of the 52% of the background queries
are distributed near the instances. The background queries
distributed near the instances are called noise background
queries because the closer the queries are to the instances,
the more negatively they affect the accurate segmentation
of the instances. As shown in Figure 1(C), the foreground
queries(red) incorrectly segment a part of the background
as a foreground instance due to the interference of the noise
background queries(green). Therefore, in addition to ensur-
ing that foreground queries accurately segment foreground
instances, it is equally essential to suppress the interference
of noise background queries on the segmentation task.

Inspired by the above discussion, we propose a Query
Refinement Transformer for 3D Instance Segmentation,
named QueryFormer, including a point encoder, a query ini-
tialization module, and an affiliated transformer decoder.
We use a generic U-net point cloud representation net-
work [7] as the point encoder of the method. In the
query initialization module, we aggregate the superpoint
features [20] and the multi-level features extracted by the
point encoder to the seed points through the Aggregation
Module. The Set Grouping module (SG) is designed to
achieve a high coverage rate and low repetition rate dis-
tribution of seed points on instances. Specifically, the set
grouping module shifts seed points to the centers of the ob-
jects to ensure a high coverage rate and filters out dupli-
cate seed points to decrease the repetition rate and mini-
mize the computational cost. The affiliated transformer de-
coder is dedicated to suppressing the impacts of noise back-
ground queries on the instance segmentation. Specifically,
we generate some perturbed ground-truth centers around
the instance centers during training. The perturbed cen-
ters are encoded in the same space as the query and input
to the decoder for mapping to a consistent feature space.
For each foreground instance, a unique query is matched
by the Hungarian matching [18]. This query forms positive
pairs with perturbed centers, while unmatched queries form
several negative pairs with perturbed centers. We design a
denoising module with contrastive loss [30] to drive the un-
matched noise background queries away from the instance
to reduce interference with the instance mask prediction.

In summary, the main contributions of this work are
as follows: (i) We design a query initialization module
to optimize the initialization process for a high coverage
and low repetition rate query distribution, which further
helps the proposed affiliated transformer decoder to achieve
more accurate results. (ii) The proposed affiliated trans-
former decoder suppresses the interference of noise back-
ground queries and helps the foreground queries focus on
discriminative parts for more accurate instance segmenta-
tion. (iii) Extensive experimental results on two standard
benchmarks, ScanNetV2 [8] and S3DIS [1], demonstrate
that the proposed model performs favorably against state-
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of-the-art 3D instance segmentation methods.

2. Related Work
In this section, we briefly overview related works on 3D

instance segmentation, including proposal-based methods,
grouping-based methods, and instance segmentation with
transformer.
Proposal-based Methods. Existing proposal-based meth-
ods are greatly influenced by the success of Mask R-
CNN [14] for 2D instance segmentation. GSPN [45] takes
an analysis-by-synthesis strategy to generate high-quality
3D proposals, which are refined by a region-based Point-
Net [34]. 3D-BoNet [44] uses PointNet++ [35] to extract
features from point clouds and applies Hungarian match-
ing [18] to generate 3D bounding boxes. GICN [24] ap-
proximates the instance center of each object as a Gaus-
sian distribution. 3D-MPA [11] predicts centers of in-
stances and employs a graph-based convolutional network
to cluster points near the centers to refine proposal features.
The proposal-based methods have high expectations for the
quality of proposals.
Grouping-based Methods. Grouping-based methods pro-
duce per-point predictions, such as semantic categories and
geometric offsets, and then group points into instances.
To group points, MTML [19] uses a multi-task learning
strategy. PointGroup [17] segments objects on the origi-
nal and offset-shifted point clouds and uses the ScoreNet
to predict scores for instances. HAIS [4] extends Point-
Group by absorbing surrounding fragments of instances and
then refining the instances based on intra-instance predic-
tion. SSTNet [23] constructs a tree network from pre-
computed superpoints and splits non-similar nodes to get
object instances. SoftGroup [39] groups on soft semantic
scores instead of hard semantic prediction and processes
each proposal to refine positive samples and suppress nega-
tive ones. Although the grouping-based approaches require
many manual settings, they have dominated the field until
recently.
Instance Segmentation with Transformer. Trans-
former [38] introduces the self-attention mechanism to
model long-range dependencies and has been widely ap-
plied in computer vision tasks such as image classifica-
tion [10, 3], object detection [2, 9], and segmentation [48,
6, 5]. Recently, DETR [2] has been proposed as a new
paradigm to use object queries for object detection in an
image. Based on the set prediction mechanism proposed in
DETR, MaskFormer [6] employs a transformer decoder to
compute a set of pairs, each consisting of a class predic-
tion and a mask embedding vector, to solve both seman-
tic and instance segmentation tasks in a unified manner.
Mask2Former [5] outperforms state-of-the-art specialized
architectures on all considered datasets for 2D image se-
mantic, instance, and panoptic segmentation. The success

of transformer has come to prominence in some 3D point
cloud tasks such as 3D object detection [28, 25] and 3D se-
mantic segmentation [47]. However, applications of trans-
former to 3D instance segmentation tasks have yet to be ex-
ploited profoundly. DyCo3D [15] uses a transformer at the
bottleneck of the feature backbone to increase the recep-
tive field size. Mask3D [36] proposes the first transformer
framework for 3D instance segmentation and achieves the
state-of-the-art performance. In Mask3D, each object in-
stance is represented as an instance query, and a vanilla
transformer decoder is applied to predict instance masks.
In this paper, we design a novel query initialization module
to effectively initialize queries and formulate a denoising
module with contrastive loss to suppress the interference
of noise background queries. Eventually, QueryFormer
achieves superior results with better query refinement.

3. Method

This section provides the details of our proposed method.
We first illustrate the overview of the proposed method in
Section 3.1, and then introduce the proposed Query Initial-
ization Module in Section 3.2. In Section 3.3, we explain
how the Affiliated Transformer Decoder works to suppress
the undesirable interference of noise background queries
on isntance segmentation. Finally, we elaborate the model
training and inference in Section 3.4.

3.1. Overview

The goal of 3D instance segmentation is to determine the
categories and binary masks of all foreground objects in the
scene. Unlike the bounding boxes of 3D object detection,
3D instance segmentation requires further accurate delin-
eation of the mask. The architecture of our method is illus-
trated in Figure 3(a). Assuming that the input point cloud
has N points, each point contains position x, y, z and color
r, g, b information. First, we use a 3D-UNet based on sparse
convolution for multi-level feature extraction F0, F1, F2. To
select the query points with high coverage rate and low rep-
etition rate from the scene, we input the seed points Pseed
sampled by Farthest Point Sampling (FPS) into the Query
Initialization Module (QIM). Through feature fusion in the
aggregation module and filtering in the set grouping, we get
the high quality query points Q1. Finally, we input the ob-
tained query points into the proposed Affiliated Transformer
Decoder (ATD) to get the final predictions.

3.2. Query Initialization Module

Before we introduce the module, we give the definition
of two concepts (coverage rate and repetition rate of query
points). The Coverage Rate (CR) of query points indicates
the number Np of instances contained in the query points
as a percentage of the total number Nins of instances in the
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Figure 3. The overview of our query refinement transformer for 3D instance segmentation. As shown in (a), we first generate seed
points Pseed by sampling from the raw point cloud. Next, we design the Query Initialization Module to improve the coverage rate and
reduce the repetition rate of seed points. Afterwards, we send the generated high-quality query points Q1 to the Affiliated Transformer
Decoder to generate the final instance masks. Meanwhile, we design the Denoising Module to alleviate the interference of noise background
queries on instance mask prediction. The details of each module are shown in (b), (c), (d) and (e).

scene, which can be formulated as:

CR = Np/Nins. (1)
The Repetition Rate (RR) of query points indicates the
proportion of instances covered by repetition in the query
points, which can be formulated as:

RR = (Nf −Np)/Nf , (2)

where Nf denotes the number of foreground points in the
query points. The previous methods [36] usually use FPS to
select query locations. However, FPS makes it challenging
to balance the coverage and repetition rates. As shown in
Figure 3(b), to solve this problem, we propose the Query
Initialization Module, which contains two main submod-
ules, the aggregation module and the set grouping module.

Aggregation Module. In feature aggregation, we design
a module that allows the point features in the same instance
to fuse while reducing the interference of point features in
other adjacent instances. As shown in Figure 3(c), the mod-
ule contains three parts, cross-attention layer, correlation-
based self-attention layer and feed-forward layer. First, we
use the cross-attention mechanism to update the features of
the seed points Pseed using the features of the superpoints
in the scene. Here we initialize the seed point features by

encoding the coordinates of the seed points. After that, the
seed point features are input to the correlation-based self-
attention mechanism. Unlike the previous self-attention
mechanism, we use the information cues from the corre-
lation relations in the attention map for feature fusion, and
this design promotes the appropriate correlations of relevant
seed-seed pairs and suppress the erroneous correlations of
irrelevant seed-seed pairs. Specifically, we first calculate
the similarity matrix of seed point features, as follows:

M =
QKT

√
C
wM + P, (3)

where wM is a linear projection, P represents the position
embeddings of seed points. We use the similarity matrix of
features as the new features to calculate the similarity, with
the following formula:

M c = Softmax(
QMKT

M√
CM

)M. (4)

Then we calculate the updated features F cseed for each seed
point based on the similarity matrix M c. Finally we input
F cseed into the feed-forward layer and then predict the mask,
category and IoU scores by different MLP heads.

Many-to-one Matching. Different from the one-to-one
matching[18] used previously, we use many-to-one match-
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ing in the aggregation module. Formally, we introduce a
pairwise cost matrix CMk to evaluate the similarity of seed
point q and the k-th ground-truth. CMk is determined by
classification probability, superpoint mask cost and distance
cost. We will introduce how to obtain the cost matrix in the
supplementary material. With the cost matrix, we assign
corresponding instance to each seed point,

Insq =

{
argmin

k
CMk, if min

k
Dk < τ,

− 1, else,
(5)

where τ represents a threshold, Dk represents the distance
between the coordinate of seed point q and the centerpoint
of the k-th ground-truth, and -1 represents that no instance
matches the seed point.

Set Grouping Module. The set grouping module aims
to improve coverage rate and reduce repetition rate, which
contains shift and IoU-guided NMS [29] operations. The
shift operation offsets seed points to the centers of the in-
stances to ensure a high coverage rate so that most fore-
ground instances can have a corresponding seed point.
While the IoU-guided NMS operation filters out duplicate
seed points to ensure that each foreground instance retains
only one high-quality seed point thus reducing the repeti-
tion rate of seed points. Specifically, we first use a MLP to
predict each seed point q relative to its matching instance
Insq coordinate offset of the center point. After obtaining
this coordinate offset, add it to the original coordinate p:

p =MLP (s) + p. (6)

In this way, we can not only shift some background points
to the foreground, but also close the points on the same in-
stance, which will promote these points to learn similar fea-
tures and help NMS remove redundant seed points. Then
we get the corresponding instance mask Mins of the seed
point q by calculating the dot product between superpoint
features and seed point features. And we obtain the final
mask through sigmoid and a threshold of 0.5, as follows:

Mb = φ(Mins) > 0.5. (7)

Finally, we adopt the IoU-guided NMS to filter out a large
number of redundant seed points. Here, the confidence of
NMS is the multiplication of class score and IoU score. In
order to enable the network to operate in parallel, we add
extra seed points to satisfy the same number. Specifically,
we do a

⋃
operation on the mask Mb of all seed points

and then operate FPS on the complement M− of the whole
scene to sample extra seed points.

3.3. Affiliated Transformer Decoder

In the Query Initialization Module, we have obtained
queries with high coverage rate and low repetition rate
through the Aggregation Module and Set Grouping Mod-
ule. In this section, we describe how the Affiliated Trans-
former Decoder generates the final instance segmentation

results with these queries. As shown in Figure 3(d), the Af-
filiated Transformer Decoder mainly contains the Cluster-
based Layer and the Denoising Module.

Cluster-based Layer. Existing query-based meth-
ods [36] tend to compute similarities across the entire point
cloud, which introduces large computational redundancy.
Therefore, we propose the Cluster-based Layer. As shown
in Figure 3(e), the method is based on the idea of clustering,
assigning each point in the scene to its most similar query.

Specifically, we first calculate the similarity of the back-
bone features and the query features. Next, we assign each
backbone feature via argmax operation as following,

Idxk = argmax
i
Mi,k, (8)

whereMi,k is a dot product of query i and backbone feature
k. Therefore, we divide all backbone features into disjoint
sets by clustering. Next, we do cross-attention for queries
and their corresponding sets. By this way, we only need
to calculate attention map on some similar backbone fea-
tures for each query. Finally we input quries into the self-
attention layer and the feed-forward layer.

One-to-one Matching. In this section, we use one-to-
one matching to replace many-to-one matching in Section
3.2. Concretely, we obtain the cost matrix CM the same as
Aggregation Module but replace argmin with Hungarian
matching[18] to obtain the query-GT pairs.

Denoising Module. In section 3.2, we shift the back-
ground points around the foreground points to the center of
the instance to improve the coverage rate. However, dur-
ing the offset, not every point is well migrated to the center
due to the different scales and classes of objects [40]. This
leads to some background points that may affect the infor-
mation aggregation of the foreground points. Therefore, we
deal with the interference caused by background point off-
set in this module. We take the center of the instance from
ground-truth and resample it, as follows:

Qgt ∼ N(Cgt, σ
2), (9)

where N means the Gaussian distribution and σ represents
deviation. We encode the perturbed GT centers Qgt to-
gether with the query points Q1 obtained in the query ini-
tialization module and feed them into the affiliated trans-
former decoder. Then, we match the query outputs with
the ground-truth in the dataset. The query with the minimal
matching cost forms several positive pairs with the ground-
truth perturbed centers. We encourage the output features of
the positive queries to be consistent with the output features
of the corresponding center points and drive the unmatched
noise background queries away from the instance to reduce
interference with the instance mask prediction. Therefore,
we use the contrastive loss. Suppose the number of queries
is K, the number of ground-truth is Ngt, ground-truth j
generates β perturbed GT centers, query i and the perturbed
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GT centers of ground-truth j are positive pairs,

Lcont = −
1

|βNgt|

Ngt∑
j=1

β∑
m=1

log(
exp(d(qi, q

gt
j,m)/ε)∑K

s=1 exp(d(qs, q
gt
j,m)/ε)

),

(10)
where d(., .) is a distance measurement and ε is the temper-
ature in contrastive learning.

3.4. Training and Inference

As to query initialization module, only the aggregation
modules are supervised. We assign the unmatched queries
with Nclass + 1 class label and compute the cross-entropy
loss Lcls for each query. Then we compute the superpoint
mask loss which consists of binary cross-entropy loss Lbce
and dice loss Ldice [27] for each query-GT pair. Mean-
while, we compute the score loss Lsco using binary cross-
entropy loss. Suppose that the Hungarian matching assigns
the k-th ground-truth to the i-th query,

Lsco,i = BCE(oi, IoUi,k), (11)

where oi represents the IoU prediction of query i. In addi-
tion, we add the offset loss Loff which uses L1loss to close
the distance between the coordinates of queries and the in-
stance center points.

Loff,i =
∣∣pi − pGTk ∣∣ (12)

The overall loss is defined as:

L = λ1 · Ldice + λ2 · Lbce + λ3 · Lcls
+λ4 · Loff + λ5 · Lsco.

(13)

To Affiliated Transformer Decoder, we also add losses
after each Cluster-based Layer. Compared to L, we add
contrastive loss which is introduced in Section 3.3.

L∗ = L+ λ6 · Lcont (14)

Following DN-DETR[22], we use the same losses as query-
GT pairs to supervise the perturbed GT centers. This can
ensure the perturbed GT centers would not diverge.

During inference, it should be noted that perturbed GT
centers will not be generated, that is, we only infer queries
generated by Query Initialization Module.

4. Experiments
4.1. Experimental Setup

Dataset and Metrics. We conduct our experiments on
ScanNetV2 [8] and S3DIS [1] datasets. ScanNetV2 in-
cludes 1,613 scenes with 18 instance categories. Among
them, 1,201 scenes are used for training, 312 scenes are
used for validation, and 100 scenes are used for test. S3DIS

Table 1. Comparison on ScanNetV2 benchmark.

Method ScanNetV2
mAP AP@50 AP@25 Box AP@50 Box AP@25

F-PointNet [33] / / / 10.8 19.8
GSPN [45] / 37.8 53.4 17.7 30.6
3D-SIS [16] / 18.7 35.7 22.5 40.2
VoteNet [32] / / / 33.5 58.6
3D-MPA [11] 35.3 51.9 72.4 49.2 64.2
DyCo3D [15] 40.6 61.0 / 45.3 58.9

PointGroup [17] 34.8 56.9 71.3 48.9 61.5
MaskGroup [49] 42.0 63.3 74.0 / /

OccuSeg [13] 44.2 60.7 / / /
HAIS [4] 43.5 64.4 75.6 53.1 64.3

SSTNet [23] 49.4 64.3 74 52.7 62.5
SoftGroup [39] 45.8 67.6 78.9 59.4 71.6

DKNet [43] 50.8 66.9 76.9 59.0 67.4
Mask3D [36] 55.2 73.7 82.9 56.6 71.0

Ours 56.5 74.2 83.3 61.7 73.4

is a large-scale indoor dataset collected from six different
areas. It contains 272 scenes with 13 instance categories.
Following previous works [39], we evaluate our approach:
testing on Area 5 and 6-fold cross-validation. AP@25 and
AP@50 represent the average precision scores with IoU
thresholds 25% and 50%, and mAP represents the average
of all the APs with IoU thresholds ranging from 50% to
95% with a step size of 5%. On ScanNetV2, we report
mAP, AP@50 and AP@25. Moreover, we also report the
Box AP@50 and AP@25 results following SoftGroup [39]
and DKNet [43]. On S3DIS, we report mAP, AP@50, mean
precision (mPrec), and mean recall (mRec).

Implementation Details. We train our model on a sin-
gle RTX3090 with a batch size of 5 for 600 epochs. We use
AdamW [26] and a one-cycle learning rate schedule [37]
with a maximal learning rate of 10−4. We voxelize the point
clouds with the size of 0.02m. For a fair comparison, the
point encoder is a Minkowski Res16UNet34C [7], which is
the same as Mask3D [36]. For hyperparameters, we tune
τ, σ, ε, β as 0.6, 0.05, 0.5, 3 respectively. λ1, λ2, λ3, λ4, λ5
in Equation 13 and 14 are set as 2, 5, 2, 3, 2. λ6 in Equa-
tion 14 is set as 2. More implementation details are stated
in the supplementary material.

4.2. Comparison with the state-of-the-art methods.

ScanNetV2. As shown in Table 1, we compare our ap-
proach with existing state-of-the-art methods on the Scan-
NetV2 validation set. Our approach attains relative 2.4%
improvements on mAP and shows relative 3.9% and 2.5%
improvements on Box AP@50 and Box AP@25, respec-
tively. On these metrics, our proposed model achieves state-
of-the-art results. From Figure 4, we can see visualization
of instance segmentation results. Compared to Mask3D, our
approach correctly segments each instance and produces
finer segmentation results.

S3DIS. We evaluate our method on S3DIS using Area
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OursMask3D GTInput
Figure 4. Visualization of instance segmentation results on the ScanNetV2 validation set. The red boxes highlight the key regions.

Table 2. Comparison on S3DIS benchmark.

Method S3DIS Area 5 S3DIS 6-fold CV
mAP AP@50 mPrec mRec mAP AP@50 mPrec mRec

SGPN [41] / / 36.0 28.7 / / 38.2 31.2
ASIS [42] / / 55.3 42.4 / / 63.6 47.5

3D-Bonet [44] / / 57.5 40.2 / / 65.6 47.6
OccuSeg [13] / / / / / / 72.8 60.3
3D-MPA [11] / / 63.1 58.0 / / 66.7 64.1

PointGroup [17] / 57.8 61.9 62.1 / 64.0 69.6 69.2
DyCo3D [15] / / 64.3 64.2 / / / /

MaskGroup [49] / 65.0 62.9 64.7 / 69.9 66.6 69.6
SSTNet [23] 42.7 59.3 65.5 64.2 54.1 67.8 73.5 73.4

SoftGroup [39] 51.6 66.1 73.6 66.6 54.4 68.9 75.3 69.8
DKNet [43] / / 70.8 65.3 / / 75.3 71.1

Mask3D [36] 56.5 69.3 68.7 70.7 60.7 72.0 70.5 72.5
Ours 57.7 69.9 70.5 72.2 62.0 73.3 72.7 73.4

Table 3. Comparison on ScanNet200 benchmark.

Method mAP AP@50 AP@25

Mask3D [36] 27.4 37.0 42.3
Ours 28.1 37.1 43.4

5 and 6-fold cross-validation respectively. For a fair com-
parison, Mask3D and our method are all supervised by in-
stance labels at the superpoint level instead of the point
level. As shown in Table 2, our superior results on some
important metrics validate the effects and generalization of
our method.

ScanNet200. We also compare our approach with ex-
isting state-of-the-art method on the ScanNet200 validation
set, which includes a magnitude more class categories than
ScanNetV2. As shown in Table 3, the results demonstrate
the remarkable generalization of our model.

4.3. Effects of DBSCAN [12].

DBSCAN is a time-consuming density-based clustering
algorithm that can separate multiple instances which are in-
correctly predicted as a whole. Some methods with low
coverage rates can easily divide multiple instances into a
whole, so these methods rely heavily on DBSCAN for post-

Table 4. Effects of DBSCAN. In this experiment, the number of
queries in both methods is set to 100.

Method DBSCAN ScanNetV2 S3DIS Area 5
mAP AP@50 AP@25 mAP AP@50 AP@25

Mask3D [36]
7 53.7 73.0 82.5 53.9 67.0 73.9
3 54.7 74.0 82.9 56.5 69.3 75.6

Improvements +1 +1 +0.4 +2.6 +2.3 +1.7

Ours
7 56.2 73.8 83.2 57.1 69.3 76.6
3 56.5 74.2 83.3 57.7 69.9 77.1

Improvements +0.3 +0.4 +0.1 +0.6 +0.6 +0.5

processing. As shown in Table 4, the high performance of
Mask3D must be guaranteed by DBSCAN. However, prof-
iting from our designed query initialization module and de-
noising module, our method can achieve an superior perfor-
mance without support from DBSCAN. In order to show the
effects of DBSCAN more explicitly, as shown in Figure 5,
two chairs in Mask3D are not covered by queries, so the
three chairs are jointly predicted. After the post-processing
of DBSCAN, this problem has been alleviated. Although
DBSCAN is effective, there are two problems. The first is
that multiple hyperparameters need to be readjusted for dif-
ferent scenarios. The other is the time-consuming problem.
For example, DBSCAN takes about 1 minute to process an
indoor scenario. Therefore, our method can achieve supe-
rior performance at a low time cost.

4.4. Ablation Study.

Components Analysis. In this section, we perform ex-
tensive ablation studies on the ScanNetV2 dataset to eval-
uate the effects of each design. Table 5 demonstrates the
performance of the model with different designs. Con-
cretely, the second row demonstrates that the query initial-
ization module improves by 1.6 on mAP with a high cov-
erage rate and low repetition rate query distribution. The
cluster-based layer is designed to reduce the complexity of
calculations and therefore only makes a modest contribu-
tion to accuracy. In the fifth row, the denoising module
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Mask3D Mask3DOurs Ours GTMask3D w DBSCAN

Figure 5. Visualization of query distribution and instance segmentation results on the ScanNetV2 validation set. The red points
represent the position of queries, and the red boxes highlight the key regions.

Table 5. Evaluation of the model with different designs on
ScanNetV2. QIM represents the Query Initialization Module, CL
represents the Cluster-based Layer, DM is the Denoising Module.

QIM CL DM DBSCAN ScanNetV2
mAP AP@50 AP@25

7 7 7 7 53.7 73.0 82.5
3 7 7 7 55.3 73.5 83.2
7 3 7 7 54.0 73.0 82.7
3 3 7 7 55.4 73.6 83.2
3 3 3 7 56.2 73.8 83.2
3 3 3 3 56.5 74.2 83.3

Table 6. Effects of QIM. Here, the experiment is conducted on
ScanNetV2 without DBSCAN. CR means the coverage rate, while
RR refers to the repetition rate. Higher CR and lower RR reflect a
better result.

Method Num ScanNetV2
CR↑ RR↓ mAP AP@50 AP@25

Mask3D [36] 50 0.54 0.48 47.6 65.5 75.2
Mask3D 100 0.74 0.64 53.7 73.0 82.5
Mask3D 150 0.83 0.72 54.3 73.0 82.8
Mask3D 500 0.97 0.99 52.8 70.6 79.9

Ours 50 0.76 0.43 54.0 72.9 82.5
Ours 100 0.89 0.47 56.2 73.8 83.2
Ours 150 0.92 0.70 55.3 72.5 83.0

improves the performance by 0.8 on mAP through noise
background query suppression. Since the query initializa-
tion module improves the sampling quality of the query, our
method does not rely on DBSCAN post-processing. There-
fore, after time-consuming DBSCAN post-processing, our
results are only marginally improved.

Effects of QIM. As shown in Table 6, a large number
of queries can not only bring a high coverage rate but also
lead to a high repetition rate. Fewer queries always bring
a lower repetition rate, but a lower coverage rate of the
scene may follow. Therefore, we should balance the re-
lationship between repetition and coverage rates when se-
lecting the number of queries. The experimental results of
Table 6 on ScanNetV2 also verify that higher experimen-
tal performance can be obtained by balancing the coverage
and repetition rates. Thanks to the high-quality queries ob-
tained in QIM, our method performs best when the number
of queries is 100, while Mask3d performs best when the
number of queries is 150. Therefore, our method achieves
better performance with less computational overhead.

w/o denoising module w denoising module GTw/o denoising module w denoising module

Figure 6. The visualization of segmentation results related
to the denoising module in the affiliated transformer decoder.
The red points represent the position of queries, the green points
represent the position of noise background queries, and the red
boxes highlight the key regions.

Table 7. Efficiency comparison on a single cluster-based layer.

Method Memory(KB) FLOPs(G) Inferance Time(ms)

Mask3D [36] 48.8 2.3 1.1
Ours 0.49 1.3 0.72

Effects of ATD. The affiliated transformer decoder is
conceived to suppress the interference of noise background
queries and thus maintain a robust and desirable instance
segmentation result. In order to vividly and detailedly val-
idate the importance of suppressing this interference, rele-
vant visualization experiments are carried out in Figure 6.
The denoising module in the affiliated transformer decoder
pulls away the noise background points (green) for the
two scenes to suppress the interference with the foreground
queries (red). Furthermore, the segmentation visualization
in the third and fourth columns verifies the suppression ben-
eficial for more accurate and robust segmentation results
and validates the positive effects of our designed affiliated
transformer decoder.

Efficiency comparison. As shown in Table 7, we com-
pare the efficiency of the cluster-based layer provided by
our method and the normal layer used in Mask3D. It can
be seen from the results that the cluster-based layer is su-
perior to the normal layer in terms of memory, FLOPs and
inference time.

4.5. Parameter and Runtime Analysis.

Table 8 reports the model parameter and the runtime per
scan of different methods on the ScanNetV2 validation set.
For a fair comparison, the reported runtime is measured
on the same RTX 3090 GPU. Compared with Mask3D,
our method achieves noticeable performance improvement
with only a 2.7M parameter increment. As to the inference
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Table 8. Parameter and runtime analysis of different methods
on the ScanNetV2 validation set. The runtime is measured on
the same RTX 3090 GPU.

Method Parameter(M) Runtime(ms)

HAIS [4] 30.9 578
SoftGroup [39] 30.9 588

SSTNet [23] / 729
Mask3D [36] 39.6 578

Ours 42.3 487

speed, our model is the fastest among all methods by reduc-
ing the decoder size. Concretely, Mask3D uses 12 layers
of decoder, while our model only uses 8 layers. Although
we add the Query Initialization Module, we adopt the su-
perpoint features as the keys and values of cross attention,
and down-sampling is done for each layer.

5. Conclusion
In this paper, we propose the Query Refinement Trans-

former for 3D instance segmentation. To solve the query
sampling dilemma, we design a query initialization module
to guarantee a high coverage rate of object instances while
maintaining a low repetition rate. Furthermore, the well-
designed affiliated transformer decoder suppresses the inter-
ference of noise background queries for better instance seg-
mentation results. Extensive experiments conducted on two
widely used 3D instance segmentation benchmarks demon-
strate the superior performance of QueryFormer.
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