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Abstract

Several recent studies advocate the use of spectral dis-
criminators, which evaluate the Fourier spectra of images
for generative modeling. However, the effectiveness of the
spectral discriminators is not well interpreted yet. We tackle
this issue by examining the spectral discriminators in the
context of perceptual image super-resolution (i.e., GAN-
based SR), as SR image quality is susceptible to spectral
changes. Our analyses reveal that the spectral discrimina-
tor indeed performs better than the ordinary (a.k.a. spa-
tial) discriminator in identifying the differences in the high-
frequency range; however, the spatial discriminator holds
an advantage in the low-frequency range. Thus, we suggest
that the spectral and spatial discriminators shall be used si-
multaneously. Moreover, we improve the spectral discrimi-
nators by first calculating the patch-wise Fourier spectrum
and then aggregating the spectra by Transformer. We verify
the effectiveness of the proposed method twofold. On the
one hand, thanks to the additional spectral discriminator,
our obtained SR images have their spectra better aligned to
those of the real images, which leads to a better PD trade-
off. On the other hand, our ensembled discriminator pre-
dicts the perceptual quality more accurately, as evidenced
in the no-reference image quality assessment task.

1. Introduction

Generative Adversarial Networks (GANs) [19] have
gained widespread adoption in low-level vision tasks, e.g.,
image super-resolution (SR) [31], which improves the per-
ceptual quality of reconstructed images considerably. From
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Figure 1: Denote the reduced spectrum S̃ (r) as the azimuthal av-
erage over the spectrum in normalized polar coordinates r ∈ [0, 1].
(a) shows spectra statistics E[S̃ (r)] of Real-ESRNet [56] and
Real-ESRGAN [56] on the DIV2K [1] dataset. It illustrates that
Real-ESRGAN improves perceptual quality by producing more
high-frequency information. (b), (c) and (d) present the average
scores of Real-ESRGAN’s discriminator w.r.t. three types of im-
ages. Given second-order degradation model [56] to generate low-
resolution input, (c) are bicubic upsampled from low-resolution
input, and (d) are generated by the generator, which takes low-
resolution images as input. The extremely high score on (c)
indicates that spatial discriminators may excessively favor high-
frequency information, even if it is noise or artifacts.

the perspective of PD tradeoff [2], GANs improve percep-
tual quality by measuring the difference between image dis-
tributions (perception) rather than signal differences (distor-
tion). In addition, Zhu et al. [73] found that trained dis-
criminators can perform no-reference image quality assess-
ment (NR-IQA). Therefore, the key to improving the per-
ceptual quality in GAN-based SR is to enhance the discrim-
inator’s ability to measure the differences in image distribu-
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tions, which can predict image quality more accurately.
Recently, many studies indicate that images produced by

GAN have difficulty matching the spectral distribution of
real data, especially in the high-frequency range [11, 13, 28,
12, 55, 3, 51]. Spectral discriminators [5, 26, 51] that utilize
the Fourier spectrum as input have been shown to alleviate
this problem. Nevertheless, the superiority of spectral dis-
criminators over spatial discriminators remains unclear. In
essence, the spectral discriminator measures the difference
between the spectral distribution of real images and gen-
erated images. Thus, to understand the effectiveness of the
spectral discriminator, a spectral viewpoint is indispensable.

In this paper, we investigate the spectral discrimina-
tors in the framework of GAN-based SR, as the qual-
ity of the super-resolved images is susceptible to spec-
tral change1. Before examining the spectral discrim-
inator, we evaluate how the spatial discriminator be-
haves in SR. Fig. 1a shows the spectra statistics of Real-
ESRNet [56] (distortion-oriented) and Real-ESRGAN [56]
on the DIV2K [1] dataset, which illustrates that the intro-
duction of the discriminator encourages the generator to
produce more high-frequency components. In other words,
the generator improves the perceptual quality by matching
the spectra of real images2. Moreover, we estimate the aver-
age score of Real-ESRGAN’s spatial discriminator on real,
low-quality, and generated images (see Fig. 1b-Fig. 1d); de-
spite the presence of noise and artifacts, low-quality images
obtained the highest scores, indicating that the spatial dis-
criminator may favor high-frequency data, even if it is in-
correct. A natural question is whether the spectral discrim-
inator’s effectiveness is related to its ability to compensate
for this high-frequency flaw.

In an effort to answer the question, we further analyzed
the spectra and observed that the spectra could be divided
into three ranges, as revealed in Fig. 1a. We establish that
it is a common phenomenon in image super-resolution al-
gorithms from the frequency perspective of the PD trade-
off, which encourages us to analyze the spatial/spectral dis-
criminator by examining its robustness [49, 54, 47, 52] un-
der frequency perturbations [54, 47, 52] within these three
ranges. We observe that the spectral discriminator indeed
performs better than the spatial discriminator in identifying
the differences in the high-frequency range; however, the
spatial discriminator has an advantage in the low-frequency
range. Therefore, the spatial and spectral discriminators are
complementary and are better to be used in combination.

Moreover, taking into account that the previous spec-
tral discriminator [5, 26, 51, 14, 30] is an MLP with 1D

1It is well known that downsampling leads to loss or aliasing of fre-
quency components, so SR image quality is susceptible to spectral change.

2As the Fourier transform is linear and invertible, the difference be-
tween the distributions in the spatial domain and frequency domain is
equivalent. Therefore, the closer the distributions are in the frequency do-
main, the closer they are in the spatial domain.

reduced spectrum as input, resulting in a loss of input in-
formation, we propose spectral Transformer, which calcu-
late patch-wise Fourier transform and then aggregate spec-
tra with Transformer [9]. Combined with spatial Trans-
former, our Dual Transformer (DualFormer) encourage the
results of generator achieve better spectra alignment to real
images, leading to an improved PD tradeoff. Addition-
ally, we conducted NR-IQA tasks to demonstrate the align-
ment of our method with human perception. Our method
achieved better performance on natural distortion datasets
such as LIVE-itW [18] and KonIQ-10K [22], as well as on
image-processing distortion datasets such as PIPAL [25],
compared to the previous baseline [73].

2. Related Work
The frequency perspective of GAN. Many studies have

examined GAN from a frequency perspective and have
reached a consensus that there exist spectral discrepancies
between the generator outputs and real images. While most
studies attribute these discrepancies to the architecture of
the generator [3, 11, 13, 15, 24, 28, 51], other works point
to the discriminator [5, 26, 15, 51]. Concerning the gen-
erator, the frequency bias of the upsampling operations
was revealed. Specifically, interpolation methods such as
bilinear interpolation and nearest interpolation are resis-
tant to generating high frequencies [3, 11, 51], whereas
zero insertion between pixels introduces excessive high-
frequency artifacts [3, 11, 51, 45]. Regarding the discrim-
inator, Schwarz et al. [51] discovered that the spatial dis-
criminator struggles with the low magnitude of the high-
frequency content. They experimentally found that the
spectral discriminator [26, 5] can reduce the spectral dis-
crepancies, but the misalignment in the high-frequency is
not fully addressed. Notably, image fidelity was improved
by replacing the input of the spectral discriminator from the
reduced spectrum to the full spectrum [51]. However, since
the spectral discriminator is an MLP, which does not scale to
the real-world setting, we solve this problem by introducing
per-patch Fourier Transform, which enables compatibility
between Transformer [9, 53] and frequency domain data.

GAN based image super-resolution. As one of the
most important problems in image restoration [4, 63, 33,
64, 10, 65, 66], image super-resolution has seen rapid de-
velopment [8, 33, 7, 72, 20, 35, 60, 29, 71, 31, 46] since
the introduction of SRCNN [8]. Progress has been made
on pixel-wise image reconstruction metrics, such as peak
signal-to-noise ratio (PSNR). However, these metrics have
been shown to have poor correlation with human percep-
tion [31, 2]. Thus, GAN [19] is leveraged to improve
perceptual quality by matching reconstructed and real im-
age distribution [31]. Following this, a lot of research
have improved architecture [58, 56, 57] or training meth-
ods [50, 58, 69, 56, 41, 48, 40, 14]. Like our method, many
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studies [14, 17] also utilize an additional spectral discrim-
inator. However, they are focused on loss design for effi-
cient SR, and we are driven by the effectiveness problem
of the spectral discriminators. Besides answering the above
question, we further improve the architecture of the spectral
discriminator.

Opinion-unaware NR-IQA. Opinion-unaware NR-
IQA (OU NR-IQA) aims to estimate the perceptual qual-
ity of images without access to human-labeled data. There
are few studies on deep learning-based OU NR-IQA [37,
38, 73, 21, 43], and most of them are built on the idea of
learning from ranking [16]. To illustrate, Liu et al. [37, 38]
train a siamese Network [6] to rank images using synthetic
distortions for which relative image quality is known. The
most relevant work to us is RecycleD [73], where the au-
thors propose that a discriminator trained with adversarial
loss can predict perceptual quality, and they show that the
discriminator of ESRGAN [58] can act as a IQA predictor.

3. The Frequency Perspective of PD tradeoff
Fig. 1a shows that the spectra can be roughly divided into

three ranges. We argue that it is a common phenomenon of
the image SR algorithm through the lens of the frequency
perspective of the PD tradeoff.

PD tradeoff [2] claims an image restoration (e.g., SR)
algorithm can be potentially improved only in terms of its
perceptual quality or its distortion, one at the expense of the
other. Specifically, the loss of an image restoration algo-
rithm can be formulated as

ℓgen = λ1ℓdistortion + λ2ℓperception, (1)

where ℓdistortion is usually the L1 loss measuring the per-
pixel difference between original and reconstructed images,
and ℓperception is the adversarial loss that measures how close
the generator distribution and the real distribution are.

Given the spectral properties of the natural images, the
spectra can be divided into three ranges from the frequency
perspective of the PD tradeoff:

Low-frequency Range. As the power spectrum of nat-
ural images decays exponentially [51], the natural image
mainly comprise low-frequency components. Therefore,
the generator will have a high priority to recover low-
frequency components since any deviation in this range
would cause both high distortion and low perceptual qual-
ity. From Fig. 1a, both Real-ESRGAN and Real-ESRNet
accurately match real spectra in this spectrum range.

Middle-frequency Range. The distortion metrics are
dominated by the difference in the low-frequency range.
As demonstrated in Fig. 1a, a generator without the adver-
sarial loss, e.g., Real-ESRNet, will sacrifice the ability to
generate higher frequencies to focus on the low-frequency
component, resulting in blurred output images. Conversely,

Low Middle High

Real-ESRNet [56] 45.35 45.95 6.06
Real-ESRGAN [56] 56.10 37.82 4.79

Table 1: Magnitude RMSE for each of the three frequency
ranges. The discriminator mitigates distortion in the middle and
high-frequency ranges.

equipped with the adversarial loss, Real-ESRGAN is mo-
tivated to match real spectra in this range. Additionally,
Tab. 1 shows Real-ESRGAN reaches higher distortion in
the low-frequency range and lower distortion in higher fre-
quency ranges compared to Real-ESRNet. In other words,
higher perceptual quality is related to lower distortion in
middle and high-frequency ranges.

High-frequency Range. The discriminator encourages
the generator to generate more components in middle and
high-frequency ranges. However, there are subtle yet criti-
cal differences between these two ranges. Specifically, the
power spectrum of natural images drops suddenly at the
highest frequency, resulting in a negligible impact of the
distortion term in this range. This is clearly demonstrated
by the catastrophic component loss of Real-ESRNet in the
high-frequency range of Fig. 1a. Consequently, this range
is primarily governed by the perception term. As shown in
Fig. 1a, Real-ESRGAN generates random high-frequency
details in this range guided by the adversarial loss.

4. Method and Analyses
To compare the spatial and spectral discriminators, a uni-

fied architecture that works for both domains is indispens-
able. But so far, such an architecture does not exist, making
it unfair to compare different architectures. To solve this
problem, we present our Spectral Transformer in this sec-
tion, which uses the Transformer in the spectral domain by
applying a per-patch Fourier Transform. Then, we analyze
the differences between spatial and spectral discriminators
from a frequency perspective. Furthermore, we investigate
how patch size affects the Spectral Transformer and propose
the Dual Transformer as a new discriminator.

4.1. Spectral Transformer

Several studies have demonstrated that it is possible to
improve learning spectral statistics by adding a discrimi-
nator on the Fourier spectrum [51, 5, 26, 14, 30]. How-
ever, these studies take the reduced spectrum as input be-
cause their spectral discriminator adopts the MLP archi-
tecture. CNNs do not apply to spectrum data [51], and if
the 2D Fourier spectrum is directly used as input to the
MLP, the time and space complexity would be unafford-
able. Schwarz et al. [51] showed that replacing the reduced
spectrum with the full Fourier transform indeed improves
the image fidelity in the low-resolution case. Thus, there is
an urgent need for a new architecture that can process full
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Figure 2: Spectral Transformer. After splitting the image into fixed-size patches, we apply patch-wise Fourier transform on each of them
and aggregate the spectra by Transformer. The overall realness is the average of spatial realness and spectral realness.
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Figure 3: Robustness behavior of discriminators under fre-
quency perturbations. The positive and negative values indicate
the degree to which the discriminator considers the input image
to be real or fake compared to the original image. Negligible dif-
ferences are shown in gray. In summary, the spatial discriminator
is an expert at discriminating low-frequency masking, while the
spectral discriminator is better at discriminating high-frequency
noise. Moreover, there is a tradeoff between the discriminator’s
ability to determine frequency masking and noise in a specific
range.

spectrum input efficiently and effectively.
We solve this problem with our Spectral Trans-

former (SpecFormer), which harnesses the Transformer
by using a per-patch Fourier Transform. First, the im-
age is cropped into patches in the spatial domain accord-
ing to spatial continuity. Then, we apply Fourier Trans-
form to each patch separately. Finally, these transformed
patches are arranged in the original spatial order as input to
Transformer [9] (we particularly call it Spatial Transformer,
dubbed SpatFormer, to distinguish from our SpecFormer);
see Fig. 2 for an intuitive explanation. Our approach has two
benefits. Firstly, SpecFormer takes 2D full spectra, which
are powerful and scalable. Secondly, the consistent archi-
tecture facilitates our analysis of the differences between
the spatial and spectral discriminator in Sec. 4.2.

4.2. On the Robustness of Discriminator

The natural division of the spectra encourages us to ana-
lyze the discriminator by examining its robustness [49, 54,

47, 52] under frequency perturbations [54, 47] in the three
spectra ranges. Specifically, we evaluate the robustness of
the discriminator in the three ranges under frequency mask-
ing [54] and noise [47]. Here we focus on the SpatFormer
and SpecFormer, they are same Transformer architecture
with or without per-patch Fourier Transform. In addition,
we have also studied the behavior of other discriminators
and examined how the scaling factory of SR affects the
three-range behavior of the discriminator, which further val-
idates the rationality of our analysis method. Please refer to
our supplementary for dedicated details.

Denote Imask and Inoise as the image altered by frequency
masking and noise. They are defined as follows:

Imask = F−1
(
F (I)⊙Mf (l, r)

)
,

Inoise = I+ F−1 (F (δ)⊙Mf (l, r)) ,
(2)

where I is the clean image, δ is random noise. F (·) and
F−1 (·) are Fourier transform and inverse Fourier trans-
form, respectively. Mf (l, r) represents the frequency
mask, which is 1 in the frequency interval [l, r] and 0 else-
where. Mf is an element-wise logical inversion of Mf .
Namely, for components within the radius interval [l, r] on
the spectrum, we remove them or add noise to them. Then,
we monitor the relative difference in the score between al-
tered and real images, dmask = E [D (Imask)]−E [D (I)] and
dnoise = E [D (Inoise)] − E [D (I)]. These values indicate
how true the discriminator considers it to be compared to
the real image. For the purposes of the following analyses,
it should be noted that frequency noise is a kind of small
difference in a frequency range, while frequency mask cor-
responds to large deficiency in that range.

We expect the discriminator to always output negative
values. However, as shown in Fig. 3, both the spatial and
spectral discriminators fail in some ranges. In particular, the
spectral discriminator exhibits a behavior mirror to that of
the generator, characterized by three distinct ranges. This
phenomenon can be understood from the frequency per-
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Figure 4: Influence of patch size on the robustness behavior of spectral discriminators. The ability that can discriminate high-frequency
noises emerges at a relatively large patch size i.e. 32× 32. Consequently, for the Spectral Transformer, a larger patch size can be selected
compared to the Spatial Transformer, achieving both effectiveness and computational efficiency.

spective of PD tradeoff. In the low-frequency range, the
generated images closely resemble the ground truth images
with only subtle differences. Consequently, the discrimi-
nator learns to discriminate subtle differences (the case of
frequency noise), while it cannot discriminate frequency
masking. Regarding the middle-frequency range, the gen-
erated images exhibit a deficiency state (lower magnitude
than real images in frequency). Since compensating for
this deficiency optimizes both the distortion and perceptual
quality, the discriminator learns to discriminate this defi-
ciency (corresponds to the frequency masking) in this range
while not recognizing the frequency noise. In the high-
frequency range, the distortion term barely affects the im-
age, and the generator tricks the discriminator by generating
high-frequency “noise.” Thus, the discriminator only learns
to discriminate frequency noise. In conclusion, the discrim-
inator learns based on what the generator produces, and due
to the fact generator has different generation inclinations in
each range, the discriminator also learns different abilities
in each range. It is noteworthy that the spatial discriminator
does not directly operate in the spectral domain, thereby we
cannot analyze it using the same approach.

Finally, as shown in Fig. 3a-Fig. 3b, the application of
the same architecture to spatial and frequency domains sep-
arately results in significant differences, which illustrates
that the spatial discriminator is an expert at discriminat-
ing deficiency in the low-frequency range, while the spectral
discriminator is better at discriminating noise in the high-
frequency range. Thus, the spatial and spectral discrimina-
tors are complementary and should be used in combination.

4.3. How patch size affects Transformers

The choice of patch size has a crucial impact on the ef-
ficiency and effectiveness of Transformers. While small
patch sizes may improve performance of SpatFormers, it
results in lower efficiency [9]. However, this may not hold
true for SpecFormers, since applying Fourier transform on
small patches may not be meaningful. To verify this, we
investigate the effect of patch size on the robustness behav-
ior of SpecFormer. As shown in Fig. 4, the SpecFormer
requires a patch size of at least 32× 32 to effectively distin-

guish high-frequency noise. While we conducted a similar
analysis for SpatFormer, its robustness behavior is not sen-
sitive to patch size. In light of above observations, we can
select a larger patch size for the SpecFormer, which yields
better performance and is also more efficient.

4.4. Dual Transformer

Based on our previous analysis, we have found that
the Spatial discriminator and Spectral discriminator possess
complementary discriminative power. Therefore, we pro-
pose a novel discriminator called Dual Transformer (Dual-
Former) by combining the Spatial Transformer and Spec-
tral Transformer. In particular, considering that the Spectral
Transformer exhibits a preference for larger patch sizes, we
use a Spectral Transformer with a minimum patch size of
32×32 in our work. For implementation, we utilize ViT [9]
as the basis, adopt relative position encoding, and apply
global average pooling for realness prediction. Our con-
figuration is lightweight, with only 10 blocks and a hidden
layer dimension of 96. We have tested heavier networks,
but they did not exhibit any improvement in performance.

As we use two Transformers as discriminators, the ef-
ficiency of our method may become a concern. In fact,
our discriminator is more efficient than commonly used
VGG [58] and U-Net [56] (in terms of parameters, FLOPs
and activations, see supplementary for details), since we use
large patch sizes and small layer dimension.

5. Experimental Results
We validate the proposed method from two perspectives.

Firstly, we verify whether our method can help the gener-
ator to better match spectra and achieve better SR perfor-
mance. Secondly, we consider whether our method im-
proves the discriminator’s ability to predict image quality
from the perspective of OU NR-IQA [73].

5.1. Image Super-Resolution

Experimental Setup. To construct our model, we select
ESRGAN [31] as the baseline and replace its discriminator
with ours. The patch size of both SpatFormer and Spec-
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Dataset Metric SRGAN [31] RankSRGAN [69] ESRGAN [58] SPSR [40] ESRGAN + LDL [34] FFTGAN [14] Ours

BSD100
↑PSNR 25.5544 25.5315 25.3726 25.7170 25.5685 25.7900 26.4826
↑SSIM 0.6542 0.6518 0.6515 0.6658 0.6616 0.6580 0.6895
↓LPIPS 0.1783 0.1772 0.1597 0.1558 0.1592 0.1580 0.1573

DIV2K
↑PSNR 28.1646 28.0916 28.0465 28.3978 28.2440 28.6300 29.3049
↑SSIM 0.7745 0.0646 0.7669 0.7821 0.7758 0.7800 0.8023
↓LPIPS 0.1257 0.1239 0.1142 0.1069 0.1133 0.1130 0.1030

Urban100
↑PSNR 24.4056 24.4233 24.6287 24.8393 24.4777 25.0500 25.6870
↑SSIM 0.7298 0.7265 0.7411 0.7493 0.7389 0.7380 0.7727
↓LPIPS 0.1439 0.1438 0.1240 0.1174 0.1243 0.1200 0.1147

Table 2: Quantitative comparison of GAN-based SR methods on ×4 super-resolution.

Bicubic GT SRGAN RankSRGAN

ESRGAN + LDL OursESRGAN SPSR

Bicubic GT SRGAN RankSRGAN

ESRGAN + LDL OursESRGAN SPSR

Figure 5: Visual comparison of GAN-based SR methods on ×4 super-resolution.

Former are set to 32× 32. The training settings are aligned
with ESRGAN. We adopt DF2K [1, 36] as the training set.
The training pairs are generated by bicubic downsampling
with a scaling factor of 4. The HR patch size is set to 128,
and the total batch size is set to 16. Networks are trained
with 1000k using only L1 loss and then 400k iterations with
a combination of L1 loss, perceptual loss [56], and GAN
loss. The loss weights are kept same as ESRGAN.

Test sets and metrics. We evaluate our methods on three
datasets: BSD100 [44], DIV2K validation set [1], and Ur-
ban100 [23]. We used PSNR and SSIM [59] as distortion
metrics and LPIPS [68] for evaluating perceptual quality.

Comparison with state-of-the-arts. To validate the ef-
fectiveness of our method, besides ESRGAN, we compare it
with several state-of-the-art (SOTA) GAN-based SR meth-
ods: RankSRGAN [69], SPSR [40], ESRGAN + LDL [34],
FFTGAN (ESRGAN version) [14], where RankSRGAN is

constructed from SRGAN [31], other methods are based on
ESRGAN. SPSR improves the architecture of the generator,
while other studies, including ours, use the original genera-
tor of SRGAN/ESRGAN. For all methods except FFTGAN,
we retrain the model using the code provided by the authors
to keep the training settings the same as their basis, i.e., SR-
GAN/ESRGAN. Since the code of FFTGAN is not publicly
available, we take the results directly from their paper (no-
tice that FFTGAN uses a large patch size of 256 × 256).
Tab. 2 shows the quantitative comparisons. Overall, our
method achieves the best distortion (PSNR/SSIM) and per-
ceptual quality (LPIPS) compared to other SOTA methods
on all benchmarks. Our discriminator improves the perfor-
mance of ESRGAN significantly due to its better discrimi-
nating ability. Fig. 5 shows the visual comparison, demon-
strating that our method produces cleaner results with fewer
artifacts than other methods since the spectral discriminator
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Figure 6: Visual comparisons of various combinations (generator/spatial discriminator/spectral discriminator) on ×4 super-resolution.
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Figure 7: Our method exhibits better spectra alignment.

Method ↑PSNR ↑SSIM ↓LPIPS

ESRGAN 25.7327 0.7144 0.2161
ESRGAN + LDL 25.6998 0.7097 0.2215

SPSR 25.8033 0.7137 0.2160
RankSRGAN 25.7888 0.6953 0.2488

BebyGAN [32] 26.3378 0.7270 0.2077

Ours (ESRGAN version) 26.8768 0.7451 0.2039
Ours (BebyGAN version) 27.4823 0.7583 0.1993

Table 3: Comparison under hard gated degradation (DIV2K).

can identify high-frequency noise effectively.
Complex Degradation. In the preceding, we demon-

strated the effectiveness of the spectral discriminator on
bicubic degradation. However, as bicubic degradation is
quite simple, ESRGAN can already match the real spec-
tra well (see supplementary for details). To see the further
potential of our method, we examine whether our discrim-
inator can improve SRGAN models under a more complex
degradation model (the hard gated degradation model [70]).
In addition to ESRGAN, we also investigate whether our
DualFormer can improve BebyGAN [32] in this case. From
Tab. 3 it can be seen that our method once again shows su-
perior performance, while achieving the best trade-off be-
tween distortion and perceptual quality.

Ablation study. We conduct ablation studies to in-
vestigate the role of the Spectral Transformer by select-
ing two representative networks, i.e., RRDB [58, 56] and
SwinIR [33], and evaluating the influence of various com-
binations of spatial and spectral discriminators. The exper-
iments used a batch size of 32 and a patch size of 192, and
were trained for 50,000 iterations under hard gated degra-

G Spatial D Spectral D ↑PSNR ↑SSIM ↓LPIPS

RRDB VGG - 27.0408 0.7618 0.2359
RRDB VGG 1D MLP [26] 26.4706 0.7448 0.2317
RRDB VGG SpecFormer 26.8322 0.7575 0.2271

RRDB SpatFormer - 26.9438 0.7553 0.2326
RRDB SpatFormer 1D MLP 27.0769 0.7619 0.2493
RRDB SpatFormer SpecFormer 27.1460 0.7590 0.2284

RRDB U-Net - 26.9435 0.7585 0.2341
RRDB U-Net 1D MLP 25.9467 0.7582 0.2358
RRDB U-Net SpecFormer 26.2829 0.7547 0.2258

RRDB - 1D MLP 26.4098 0.7549 0.2331
RRDB - SpecFormer 26.4157 0.7544 0.2319

SwinIR U-Net - 27.2959 0.7593 0.2387
SwinIR U-Net 1D MLP 26.5903 0.7611 0.2447
SwinIR U-Net SpecFormer 26.6090 0.7529 0.2216

Table 4: Quantitative comparison of various combinations on
×4 super-resolution. Metrics are evaluated on DIV2K validation
dataset.

dation. Tab. 4 and Fig. 6 showed that the Spectral Trans-
former helped improve the visual quality of the generators.
Interestingly, when the Spatial Transformer served as the
Spatial Discriminator, the Spectral Transformer not only
improved visual quality but also helped reduce distortion.
This phenomenon did not occur with other spatial discrimi-
nators. These findings suggest that the Spatial Transformer
and Spectral Transformer complement each other well. Ad-
ditionally, we plotted the spectrum profile of the RRDB
with different discriminator combinations in Fig. 7, demon-
strating that spectral discriminators promote high-frequency
components and our SpecFormer aligns spectra better.

5.2. No-Reference Image Quality Assessment

Experimental Setup. Following RecycleD [73], we
choose DF2K [1, 36] and OutdoorSceneTraining [57] as the
training dataset. The generator is first trained with the L1

loss for 500 iterations, and then the discriminator is intro-
duced to train another 50k iterations. The HR patch size
is set to 192, and the total batch size is set to 16. We re-
port the result of the best-performing checkpoint for each
method. For all experiments, the low-resolution images are
generated by the simple gated degradation Model [70]. The
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Method LIVE-itW KonIQ-10k
↑PLCC ↑SRCC ↑KRCC ↑PLCC ↑SRCC ↑KRCC

QAC [62] 0.2720 0.0457 0.0370 0.3719 0.3397 0.2302
LPSI [61] 0.2877 0.0834 0.0524 0.2066 0.2239 0.1504

IL-NIQE [67] 0.5039 0.4394 0.2985 0.5316 0.5057 0.3504
SNP-NIQE [39] 0.5201 0.4657 0.3162 0.6340 0.6285 0.4435

dipIQ [42] 0.3180 0.1774 0.1207 0.4429 0.2375 0.1594
RankIQA [37] 0.4528 0.4307 0.2945 0.5028 0.4983 0.3448

RecycleD [73] - - - 0.6105 0.6020 0.4201
Ours 0.5068 0.4897 0.3312 0.6543 0.6321 0.4435

Table 5: Quantitative comparison on NR-IQA.

patch sizes of SpatFormer and SpecFormer are set to 8 × 8
and 64× 64 respectively.

Test sets and metrics. We evaluate our spectral dis-
criminator on three representative IQA datasets, i.e. LIVE-
itW [18], KonIQ-10k [22] and PIPAL [25]. LIVE-itW and
KonIQ-10k contain diverse, authentic distortions, while PI-
PAL constitutes with many image processing artifacts in-
cluding the results of perceptual-oriented algorithms. We
report three widely used metrics: Pearson linear correlation
coefficient (PLCC), Spearman rank order correlation coef-
ficient (SRCC), and Kendall rank order correlation coeffi-
cient [27] (KRCC).

Spatial D Spectral D Traditional PSNR GAN Full
SR based SR based SR

VGG [73] - 0.3902 0.4630 0.0772 0.2842
VGG 1D MLP [26] 0.2692 0.3444 0.0488 0.2146
VGG SpecFormer 0.3841 0.4609 0.0636 0.2889

U-Net - -0.0048 0.0354 0.0035 0.0162
U-Net 1D MLP 0.0144 0.0379 0.0189 0.0477
U-Net SpecFormer 0.3700 0.4391 0.0598 0.2936

- 1D MLP 0.0368 0.0772 0.0301 0.0423
- SpecFormer 0.3626 0.4346 0.0538 0.2883

SpatFormer - 0.3689 0.4196 0.0640 0.2664
SpatFormer 1D MLP 0.2636 0.373 0.0364 0.2301
SpatFormer SpecFormer 0.3578 0.4285 0.0647 0.2787

Table 6: Comparison (↑SRCC) on sub-types of PIPAL training set.

Comparison with state-of-the-arts. We compare our
method to representative OU NR-IQA methods: QAC [62],
LPSI [61], IL-NIQE [67], SNP-NIQE [39], dipIQ [42],
RankIQA [37], and RecycleD [73]. Where QAC, LPSI,
IL-NIQE, SNP-NIQE are conventional methods, dipIQ,
RankIQA, RecycleD are neural network-based methods.
Our method is directly based RecycleD, with an extra spec-
tral discriminator. Notably, RecycleD uses sophisticated
weighting strategy to get better results, we disable it for sim-
plicity as our target is not performance but to validate the
effectiveness of the spectral discriminator to predict percep-
tual quality. Tab. 5 shows the results, our method reached
the best results on two datasets, which verified our ensem-
bled discriminator could predict perceptual quality better
than the spatial discriminator used in RecycleD.

Ablation study. We conducted experiments to investi-

Spatial D Spectral D ↑PLCC ↑SRCC ↑KRCC

VGG [73] - 0.6240 0.6034 0.4200
VGG 1D MLP [26] 0.5215 0.5013 0.3434
VGG SpecFormer 0.6543 0.6321 0.4434

U-Net - 0.4144 0.3458 0.2328
U-Net 1D MLP 0.3831 0.3021 0.2016
U-Net SpecFormer 0.6459 0.6207 0.4355

- 1D MLP 0.2863 -0.2339 -0.1568
- SpecFormer 0.6357 0.6094 0.4261

SpatFormer - 0.6372 0.6124 0.4275
SpatFormer 1D MLP 0.575 0.5566 0.3847
SpatFormer SpecFormer 0.6394 0.6220 0.4360

Table 7: Quantitative comparison of various combinations on NR-
IQA. Metrics are evaluated on KonIQ-10k dataset.

gate the impact of SpecFormer on various spatial discrimi-
nators. As shown in Tab. 6, in most cases, using our Spec-
Former achieved the best results. Specifically, when the
spatial discriminator was VGG, SpecFormer improved the
performance on the complete PIPAL dataset, but showed a
slight decrease in performance on several SR-related sub-
sets. Additionally, all combinations performed poorly in
GAN-based SR, which is consistent with the results of
Zhu et al. [73]. Results on the KonIQ-10K dataset are
shown in Tab. 7, and our method achieved the best per-
formance in all cases. Among them, VGG+SpecFormer
achieved the best results, which may be because VGG can
discriminate the widest range of frequency masking, while
SpecFormer compensates for its inability to discriminate
high-frequency noise (please refer to the supplementary for
details).

6. Discussion and Limitations
With the introduction of an additional spectral discrim-

inator, our obtained SR images have their spectra better
aligned to those of the real images, thereby enhancing the
overall perceptual quality of our methodology. Despite
these benefits, we notice that better-aligned spectra may not
always result in better perceptual quality. Further, the cur-
rent method trains the spatial and spectral discriminator sep-
arately, increasing the computational and storage overhead.
These issues indicate that there is still much room for im-
provement of the spectral discriminators.

7. Conclusion
This paper investigates the effectiveness of spectral dis-

criminators. Our research reveals that spatial and spectral
discriminators offer unique benefits, and they work best
when being used together. We also introduce a per-patch
Fourier Transform to improve the spectral discriminator’s
structure. Our extensive experiments on image SR and NR-
IQA confirm the effectiveness of our approach. Specifically,
our method improves the alignment of spectra and the PD
tradeoff in SR, as well as the IQA ability in NR-IQA.
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