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Figure 1: Examples of our Sketch-guided, Text-based 3D editing method. Taking a pretrained Neural Radiance Field as input, multiview
sketches determining the coarse region of edit and a text-prompt, our method is able to generate a localized, meaningful edit.

Abstract

Text-to-image diffusion models are gradually introduced
into computer graphics, recently enabling the development
of Text-to-3D pipelines in an open domain. However, for
interactive editing purposes, local manipulations of content
through a simplistic textual interface can be arduous. Incor-
porating user guided sketches with Text-to-image pipelines
offers users more intuitive control. Still, as state-of-the-art
Text-to-3D pipelines rely on optimizing Neural Radiance
Fields (NeRF) through gradients from arbitrary rendering
views, conditioning on sketches is not straightforward. In
this paper, we present SKED, a technique for editing 3D
shapes represented by NeRFs. Our technique utilizes as few
as two guiding sketches from different views to alter an ex-
isting neural field. The edited region respects the prompt
semantics through a pre-trained diffusion model. To ensure
the generated output adheres to the provided sketches, we
propose novel loss functions to generate the desired edits
while preserving the density and radiance of the base in-
stance. We demonstrate the effectiveness of our proposed
method through several qualitative and quantitative experi-
ments. https://sked-paper.github.io/

1. Introduction

Art is a reflection of the figments of human imagination.
While many are limited in their practical creative capabili-
ties, by pushing the boundaries of digital media, new ways
can be created for casual artists and experts alike to express
their ideas. At the same time, current neural generative art
takes away much of the control from humans. In this work,
we attempt to take a step towards restoring some of that
control, enabling neural networks to complement users and
naturally extend their skills rather than taking hold over the
generative process.

The field of image synthesis has been significantly pro-
pelled by neural generative models, particularly by the lat-
est text-to-image models that predominantly rely on large
language-image models [3, 54, 55, 56]. These models have
revolutionized the field of computer vision, as they can pro-
duce astonishing visual outcomes from text prompts alone.

The ability of text-to-image models has sparked a wave
of editing methods that utilize these models. Many of these
techniques rely on prompt editing [14, 18, 27, 36, 44, 52].
Nevertheless, simplifying the interface to text alone means
users lack the necessary level of granularity to produce their
exact desired outcomes. Sketch-guided editing, on the other
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hand, provides intuitive control that aligns with user’s con-
ventional drawing and painting skills. By incorporating
user-guided sketches into text-to-image models, powerful
editing systems can be created, offering a high degree of
flexibility and fine-grained control for manipulating visual
content [83, 73].

Although sketch-guided and text-driven methods have
proven successful in generating and manipulating 2D im-
ages [40, 73, 9], it immediately raises the intriguing ques-
tion of whether a similar approach could be developed to
edit 3D shapes. Since direct text-to-3D models require
an abundance of data to scale, state-of-the-art 3D genera-
tive models, such as DreamFusion [52] and Magic3D [36],
which build on the capabilities of text-to-image models,
may be considered as an alternative. However, maintaining
control via conditioning with such models remains a chal-
lenging task, as these generative pipelines optimize a Neural
Radiance Field (NeRF) [42] by amortizing gradients from
a multitude of 2D views. In particular, providing consis-
tent sketches across all possible views presents a hurdle for
users. Instead, a plausible user interface should act with
guidance from as few views as possible, e.g. up to two or
three.

In this paper, we present SKED, a SKetch-guided 3D
EDiting technique. Our method acts on reconstructed or
generated NeRF models. We assume a text prompt and a
minimum of two sketches as input and provide output edits
over the neural field faithful to the input conditions. Meet-
ing all input requirements can be challenging as the text
prompt may not match the sketch’s semantics, and sketch
views may lack coherence. To undertake this complex task,
we conceptually break it down into two subtasks that are
easier to handle: one that depends on pure geometric rea-
soning and the other that exploits the rich semantic knowl-
edge of the generative model. These two subtasks work to-
gether, with the former providing a coarse estimate of loca-
tion and boundary, and the latter adding and refining geo-
metric and texture details through fine-grained operations.

Our experiments highlight the effectiveness of our ap-
proach for editing various pretrained NeRF instances. We
introduce assorted accessories, objects, and artifacts, which
are generated and blended into the original neural field
seamlessly. Finally, we validate our method through quan-
titative evaluations and ablation studies to assert the contri-
bution of individual components in our method.

2. Related work
Sketch-Based 3D Modeling. Since its inception in the
late twenties, traditional 2D animation has been concerned
with creating believable depictions of 3D forms. Highly
acclaimed art guidebook, The Illusion of Life, [23], ad-
vocated for solid three-dimensional drawings to practice
”weight, depth and balance.” With the advancement of com-

puter animation, these principles have been widely adopted
[32]. Sketch-based modeling is typically concerned with
stitching and inflating, and user-drawn sketches to 3D
meshes [78]. Starting with Teddy [20], early works fo-
cused on converting scribbles of 2D contours to intermedi-
ate forms such as closed polylines [26] or implicit functions
[25, 65, 1, 57, 6]. Since lifting a single-view sketch to 3D
is an under-constrained problem, additional constraints are
usually introduced, such as correlating the inflated thick-
ness with chordal axis depth of curved shapes [20], infer-
ring shape and depth from user annotations [57, 26, 16, 49,
7, 80, 33, 22], using existing reference models like human
figures [70], and solving a system based on user constraints
[46, 24, 64, 13, 12]. More recently, data-driven approaches
were suggested to lift and reconstruct objects from multi-
view sketches with Conv-nets [39, 11, 34]. Our work de-
parts from the former line of research by limiting a genera-
tive model to operate within the boundaries of a sketched re-
gion. By utilizing the strength of pretrained diffusion mod-
els conditioned on language, we avoid the intricacies of ex-
plicitly tuning inflation parameters or collecting large-scale
train sets while being able to predict texture and shading
simultaneously.

Diffusion Models. Diffusion models [60, 19, 61, 62] have
emerged as an increasingly popular technique for generat-
ing diverse, high-quality images. More recently, they’ve
been used to form state-of-the-art text-to-image models [55]
by introducing language embeddings trained on massive
amounts of data [56, 3]. Diffusion models are amicable for
other conditioning modalities. Related to our work, [40]
introduced conditioning on sketches. [73] trained a differ-
entiable edge detector used to compute the edge loss per dif-
fusion step, and [9] allowed finer granularity of control of
generated images by distinguishing between sketch, stroke
and level of realism. [83] is a contemporary publication
which enables additional input conditions by augmenting
large-diffusion models on small task-specific datasets.

Another line of works experimented with applying dif-
fusion directly in 3D for generating point clouds [47] or
2D projections forming the feature representation of neural
fields [59, 2]. While showing potential, the difficulty lies in
scaling them due to the large amount of 3D data required.

Neural Fields. Neural Radiance Fields (NeRF) [42] have
generated massive interest as means of representing 3D
scenes using deep neural networks. Since then, a flurry
of works has improved various aspects of optimized neural
fields, yielding higher reconstruction quality [4, 76, 5, 71].
Neural field backbones, in particular, have become more
structured and compressed [51, 67, 37, 8, 66]. The pivotal
work of [45] introduced an efficient hash-based represen-
tation that allows NeRF optimizations to converge within
seconds, effectively paving the way for interactive research
directions on neural radiance fields. Recent works have ex-
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plored interactive editing of neural radiance fields through
manipulation of appearance latents [38, 48, 50, 8], by in-
teracting with proxy representations [81, 10], through seg-
mented regions and masks [30, 35, 43, 31] and text-based
stylization [17, 75, 82, 43, 15].

Neural fields are an intriguing way to fully generate 3D
models because, unlike meshes, they don’t depend on topo-
logical properties such as genus and subdivision [28, 15].
Initial generative text-to-3D attempts with NeRF backbones
took advantage of a robust language model [53] to align
each rendered view on some textual condition [21, 74].
However, without a geometric prior, [53] failed to produce
multiview-consistent geometry. [79] used language guid-
ance to generate 3D shapes based on shape embeddings,
but their approach still requires large 3D datasets to gener-
ate template geometry.

DreamFusion [52] and [77] avoid the scarcity of 3D
data by harnessing 2D diffusion models pretrained on large-
scale, diverse datasets [58]. Their idea optimizes NeRF
representations with score function losses from pretrained
diffusion-models [55, 56], where the 2D diffusion process
provides gradients for neural fields rendered from random
views, and the process is amortized on many different views
until an object is formed. Magic3D [36] further improved
the quality and performance of generated 3D shapes with a
2-step pipeline which fine-tunes an extracted mesh. Their
pipeline also allows for global prompt-based editing and
stylization. Concurrently, Latent-NeRF [41] suggested op-
timizing neural fields in the diffusion latent space. Their
work also suggested 3D bounded volumes as an additional
constraint for guiding the generation process.

Our work builds on a simplified framework of [52],
which operates in color space and aims to combine tradi-
tional sketch-based modeling constraints with the genera-
tive power of recent advances in the field. Our pipeline is a
zero-shot generative setting, requiring no dataset and only
text and sketch inputs from the user.

3. Method
In this section, we present our approach to perform-

ing text-based NeRF editing, controlled by a few given
sketches. Our approach to addressing this issue involves di-
viding the problem into two substantially easier tasks. First,
a rough 3D space that necessitates adjustment is defined us-
ing the provided sketches, which helps in guiding the ge-
ometry modifications. Second, we use the score distillation
sampling method [52] on a text-to-image latent diffusion
model to generate fine-detailed and realistic edits based on
the text prompt given to the model (see Fig. 2).

To produce meaningful edits that adhere to the sketches,
we design two novel objective functions: one to preserve the
original density and radiance fields, and the second to alter
the added mass in a way that respects the given sketches.

In the following, we describe our loss functions and pro-
vide details on how to apply sketch-based text-guided edit-
ing. We include a background on Latent diffusion mod-
els [55] and Score distillation sampling (SDS) [52] which
our method is built upon, in the supplementary material.

3.1. SKED

As demonstrated in Fig. 2, the starting point of our al-
gorithm is a base NeRF model, Fo : (p, r̂; θ) → (co, σo),
which maps 3D coordinates and unit rays to color and volu-
metric density. Fo is obtained through either reconstruction
from multiview images [45], or a text-to-3D pipline [52].
One can use Fo to render multiple views of the neural field
and sketch over them to specify spatial cues of their de-
sired edits. Let {C}Ni=1 be renderings of Fo from N dif-
ferent views, on which we have drawn sketches. These
sketches could be masks specifying the region of edit, or
closed curves specifying the outer edges of the region of
edit. Either way, the input to our algorithm would be prepro-
cessed to masks {M}Ni=1 where Mi = {m1,m2, ...,mS}
are a set of pixels which are inside the sketch region. We
call these renderings sketch canvases, and the views they
were rendered from sketch views. Additionally, the algo-
rithm takes as input a text prompt T which defines the se-
mantics of the edit. Similar to DreamFusion, our method is
an iterative algorithm. We begin by initializing an editable
copy of the base neural field, Fe = Fo. At each iteration,
we sample a random view and use Fe to render the 3D ob-
ject from that view. We use the rendered image to calculate
the gradient of the SDS loss and push Fe to the high-density
regions of the probability distribution function P(Fe|T ) i.e.
a NeRF model which its underlying 3D object adheres to
text T . However, through our experiments, we found that
simply using this process with only text as guidance would
drastically change the original field outside of the sketched
region. Therefore through two novel loss functions, we at-
tempt to control the editing process in a way that the final
output coresponds to the sketches is semantically meaning-
ful and is faithful to the base neural field.
Preservation Loss: One of the main criteria of a good 3D
editing algorithm is that the geometry and color of the base
object are preserved through the editing process. We en-
courage this by utilizing an objective we call the preserva-
tion loss Lpres. At each iteration of the algorithm, we ren-
der an image with Fe from a random camera viewpoint. We
modify the raymarching algorithm of NeRF such that when
sampling points pi ∈ R3, to query Fe for density and color
values, we also compute a per-coordinate sketch-weight de-
noted as wi. The key idea of our algorithm is that for each
point pi, we decide whether it should be changed by cal-
culating a distance from the point to the sketch masks. We
aim to modify the density and radiance only when pi is in
the proximity of the sketched regions while retaining the
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Figure 2: An overview of SKED. We render the base NeRF model Fo from at least two views and sketch over them (Ci). The input to
the editing algorithm is these sketches preprocessed to masks (Mi) and a text prompt. In each iteration similar to DreamFusion [52], we
render a random view and apply the Score Distillation Loss to semantically align with the text prompt. Additionally, we compute Lpres to
preserve the base NeRF by constraining Fe’s density and color output to be similar to Fo away from the sketch regions. Finally, we use the
object mask renderings of the sketch views to define Lsil. This loss ensures that the object mask occupies the sketch regions.

original density and radiance for points that are far from
the sketched region. Therefore, we first need to define a
method for computing the distance of a 3D point to multi-
view 2D sketches. We do so by projecting pi to each of
the sketch views and computing a per-view distance of pro-
jected points to sketch regions as:

dj(pi) = min
k

||
⌊
Π(pi, Cj) +

1

2

⌋
−mk||2, (1)

where dj(pi) is the per-view distance function and
Π(pi, Cj) is the projection of 3D point pi to sketch view
Cj , rounded to the nearest integer (Fig. 3). This expression
computes the minimum distance of the projection of point
pi to the sketch regions in view j. By taking the mean of all
the per-view distances, we can define the distance of point
pi to the multiview sketches D(pi) = 1

N

∑N
j=1 dj(pi).

We use the mean of distances, as it relaxes the constraint
when sketches are not fully aligned, and introduces addi-
tional smoothness to the function.

Now that we have established the distance function, we
can define Lpres. Using Fo, the base NeRF instance with
frozen parameters, we define Lpres as:

Lpres =
1

K

K∑
i=1

wi[CE(αe, αo) + λcαo||ce − co||2], (2)

where αo is the occupancy of the base object derived from
Fo by thresholding the ground truth density of Fo(pi; θ).
Following [42], we have αe = 1−exp(−σeδ), such that σe

is the edited neural field density Fe(pi;ϕ), and δ is the step
distance between samples along a ray. CE is the cross en-
tropy loss. Furthermore, ce and co are the color and ground

Figure 3: 3D points pi sampled at random views are projected to
the sketch views Cj to obtain Π(pi, Cj). In each Cj , distance
dj , between projected points and the pixels containing the sketch
masks is computed. The red color in C1 and C2 demonstrates
d1(p) and d2(p) in image space respectively. Finally, for each 3D
point, dj(pi)s are averaged to get the distance D(pi) to all sketch
views. D(pi) is used as the weights of the points wi in Lpres.

truth color of pi derived from Fe and Fo respectively, and
λc is a hyperparameter controlling the importance of color
preservation in the editing process. We limit color preser-
vation to the occupied region of Fo. Tightly constraining
the color may drive the model to diverge, hence λc is cho-
sen such that density preservation takes higher priority. The
preservation strength of each coordinate is modulated by:

wi = 1− exp(−D(pi)
2

2β2
). (3)

Intuitively, wi controls the importance of the loss for each
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point based on the distance D(pi). The sensitivity of wi to
D(pi) is controlled by the hyperparameter β, where lower
values tighten the constraint on the optimization such that
only the sketch region is modified. Higher values allow for
a softer falloff region, which allows the optimized volume
to better blend with the base model.

Silhouette Loss: Another essential criterion is to respect
the sketched regions, i.e. the new density mass added to Fe

should occupy the regions specified by the sketches. We en-
force this by rendering the object masks of all sketch views.
We then maximize the values of the object masks in the
sketched regions by minimizing the following loss:

Lsil =
1

H.W.N

N∑
j=1

H.W∑
i=1

−IMj (xi) logC
α
j (xi). (4)

In this equation, H and W are the dimensions of the ren-
dered object masks, IMj

is an indicator function that is
equal to 1 if pixel xi ∈ R2 is in a sketched region and 0
otherwise and Cα

j is the alpha object mask rendered with
Fe(p, r̂;ϕ) from each sketch view.

Optimization: Similar to prior generative works on
NeRFs [21, 36, 52] we use an additional objective Lsp to
enforce sparsity of the object by minimizing the entropy of
the object masks in each view. Therefore the final objective
of our editing process is:

Ltotal = LSDS + λpresLpres + λsilLsil + λspLsp, (5)

where λpres, λsil and λsp are the weights of the different
terms in our objective.

We use Instant-NGP [45] as our neural renderer for its
performance and memory efficiency. To avoid sampling
empty spaces, this framework keeps an occupancy grid for
tracking empty regions. The occupancy grid is used during
raymarching to efficiently skip samples in empty spaces. In
addition, the grid is periodically pruned during training to
keep it aligned with the hashed feature structure. In our
editing process, if the occupancy grid of Fo is used with-
out change, the model may initially avoid sampling points
in the sketch regions, preventing correct gradient flow and
forcing our framework to rely on random alterations of the
occupancy grid.

To alleviate this problem, we find the bounding boxes
of the sketch masks M and intersect them in R3 to define
a coarse editing region in 3D space. We manually turn on
the occupancy grid bits of Fe within the sketch intersec-
tion region. In addition, we define a warm-up period at the
beginning of optimization, where we avoid pruning the oc-
cupancy grid to help the model solidify the edited region,
and prevent it from culling it as empty space.

4. Results and Evaluation

4.1. Implementation details

We use Stable-DreamFusion’s open-source GitHub
repository [69] and integrate with kaolin-wisp’s renderer for
an interactive UI [68]. In all our experiments, unless stated
otherwise, we set λpres, λsil, λsp and λc to 5 × 10−6, 1,
5× 10−4 and 5 respectively. The guidance scale for classi-
fier free guidance in the Stable Diffusion model is set to 100
and timesteps for noise scheduling are uniformly sampled in
the range of (20, 980) in each iteration. The warm-up period
for the occupancy grid pruning is set to 1,000 iterations. We
also set the camera pose range to ensure that the sketch re-
gion remains visible in all sampled views. For large sketch
regions, we use a Kd-tree [72] to implement Equation 3 with
efficient queries. We use the ADAM [29] optimizer with a
learning rate of 0.005 and apply the exponential scheduler
with a decay of 0.1 by the end of the optimization. We run
our algorithm for 10, 000 iterations, taking approximately
30-40 minutes on a single NVIDIA RTX 3090 GPU. For
our experiments, we use both publicly available 3D assets,
and artificial assets generated by Stable-DreamFusion [69]
guided only by text. We use the v1.4 version of the Sta-
ble diffusion [55] model. Unless specified otherwise, we
use the same default hyperparameters settings throughout
all experiments depicted in the paper.

4.2. Qualitative Results

Sketch and Text Control. Fig. 4 demonstrates examples
of SKED on a variety of objects and shapes. Evidently, our
method is able to satisfy the coarse geometry defined by
user sketches, and at the same time naturally blend semantic
details according to the given text-prompts. Note that the
sketch is not required to be accurate or tight: by making the
contour curve more complex, the user can further force the
pipeline to generate a specific shape.

Next, we show that given a fixed pair of multiview
sketches, our method produces semantic details to fit a di-
verse set of text-prompts (Fig. 6). Note that our method can
generate details within the sketch boundary (e.g. Nutella
jar) even if the sketch doesn’t match the text-prompt de-
scription. In Fig. 4 we also present the complementary case,
by re-using the same text prompts and switching through
different sketch sets, our method has the flexibility to pro-
duce localized edits (i.e., ”cherry on top of a sundae”).

Additionally, In Fig. 5 we demonstrate the ability of our
method in performing various types of edits. We are able
to perform both additive edits (crown on teddy’s head or
whipped cream on pancake) and replacement edits where
we overwrite a part of the object with a different part (tree
to cactus or the long white skirt).
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Table 1: Fidelity of base field. To assess a method’s ability to preserve the original content, we measure the PSNR ↑ of the method’s output
against renderings from the base model. SKED (no-preserve) refers to a variant of our method which doesn’t apply Lpres. Text-Only
refers to a public re-implementation of [52].

Method Cat Cupcake Horse Sundae Plant Mean
+chef hat +candle +horn +cherry +flower

View 1 View 2 View 1 View 2 View 1 View 2 View 1 View 2 View 1 View 2

SKED 31.05 34.13 23.73 25.98 32.45 31.46 26.47 25.99 21.71 22.31 27.53
SKED (no-preserve) 15.58 16.59 20.12 19.47 18.02 16.52 17.39 17.44 10.16 10.12 16.14
Text-Only [69] 15.63 16.78 17.38 17.15 16.69 15.09 20.57 20.74 13.75 12.68 16.65

Figure 4: Examples of using SKED to edit various objects reconstructed with InstantNGP [45] (anime girl) or generated with DreamFu-
sion [52] (plant, sundae, teddy bear, sundae, cupcake). All examples were edited using two sketch views and the text prompt.

Although not text based,
we are also able to perform
simple carving edits by mask-
ing off the 3D grid in the
sketched regions (inset).

Base Model Distribution.
Our method assumes edits are applied on top of a base
NeRF model. We explore both pretrained reconstructions
from multiview images, generated with [45], and generated
outputs from DreamFusion [52] using the same diffusion
model we use for editing [55]. The renderings of recon-
structed objects are assumed to follow the distribution of the

underlying diffusion model. Our method performs success-
fully on both reconstructed examples: Anime Girl, Plate,
Cat, Horse (Fig. 4, 6, 7, 8) and generated ones: Plant,
Teddy, Cupcake, Sundae (Fig. 4).

Progressive Editing. Our method can be used as a se-
quential editor where one reconstructs or generates a NeRF,
and then progressively edits it. In Fig. 7 we exhibit a two-
step editing by first reconstructing a cat object with [45],
then generating a red tie, followed by adding a chef hat.

Preservation Sensitivity. We also demonstrate the over-
lay of the sketch masks with the edited NeRF rendered from
the sketch views and the effect of changing β (Eq. 3) in

14612



Figure 5: Various types of edits. SKED is capable of overwriting parts the base model (Cactus, Skirt), as well as adding new details
(Pancake, Teddy).

Figure 6: Examples with a single set of sketches and a variety of text prompts. Our method is able to respect the geometry of the sketches
while adding details to fit the different prompts’ semantics.

Figure 7: Progressive editing. The cat is first edited by adding a
red tie, and then a chef hat is added in a subsequent edit.

Fig. 8. It is evident that increasing β changes the base NeRF
more and more edits appear outside the sketch regions.

4.3. Quantitative Results

To the best of our knowledge, our method is the first to
perform sketch-guided editing on neural fields. Hence, at
the absence of an existing benchmark for systematic com-
parison, we also suggest a series of tests to quantify various
aspects of our method. We conduct our evaluation using a
set of five representative samples using the setting from Sec-

tion 4. Each sample includes a base shape, a pair of hand
drawn sketches and a guiding text prompt. Comparisons
to ”Text-only” ignore the input sketches and apply prompt
editing. For a fair comparison, all experiments use the same
diffusion model and implementation framework of [69]. In
the following, we establish that all three metrics are neces-
sary to quantify the method’s value.

Base Model Fidelity. We quantify our method’s ability
to preserve the base field outside of the sketch area using
PSNR (Table 1). As ground truth, we use {C\M}N=2

i=1 , the
renderings from the base model, excluding the filled sketch
regions. We measure the PSNR w.r.t. to the output sketch
view rendered with edited field Fe, and the output from [52]
using the same camera view. Our results show that across
all inputs, our method consistently preserves the original
base field content, compared to the Text-only method which
lacks this ability. Note that a method may obtain a perfect
PSNR if it does not change the original neural field. There-
fore, we further measure the quality of change as well.

Sketch Filling. To gauge whether our method respects
the user sketches, we measure the ratio of sketch area
filled with generated mass (Table 2). We denote the met-
ric we use as Intersection-over-Sketch, and define it as
IoS =

∑N
i=1 |Mi ∩ Cα

i |/|Mi|. Here, Mi is the sketch
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Table 2: Sketch alignment score. We measure the similarity between the user input and generated result by Intersection-over-Sketch (IoS
↑). The IoS is calculated using the intersection between two views of filled sketches, Mi, and the alpha mask of generated edit Cα

i . See
Section 4.3 for elaborate details of this metric. The SKED (no-silh) variant, which runs with Lpres and without Lsil avoids generating
content in the sketch region (see also Fig. 9)

Method Cat Cupcake Horse Sundae Plant Mean
+chef hat +candle +horn +cherry +flower

View 1 View 2 View 1 View 2 View 1 View 2 View 1 View 2 View 1 View 2

SKED 0.9384 0.9689 0.8364 0.8875 0.6423 0.5363 0.7817 0.9096 0.9388 0.7801 0.8220
SKED (no-silh) 0.0196 0.0176 0.0263 0.0209 0.0090 0.0077 0.0541 0,0506 0.0024 0.0028 0.0211

Table 3: Semantic alignment score. We measure the CLIP-similarity [53] ↑ of the rendered method output with the clip embedding of
the input text prompt. Text-Only refers to a public re-implementation of [52]. The qualitative equivalents of Cat and Plant examples are
depicted in Fig. 7 from the main paper: Compared with [52] which changes the structure of the base model to satisfy the text semantics,
our method preserves the base model, while also maintaining semantic correlation with the text.

Method Cat Cupcake Horse Sundae Plant Mean
+chef hat +candle +horn +cherry +flower

SKED 0.2336 ± 1.1e-3 0.2849 ± 4.2e-3 0.2943 ± 4.8e-3 0.2635 ± 2.4e-3 0.2933 ± 4.0e-3 0.2739
Text-Only [69] 0.2744 ± 4.4e-3 0.2818 ± 6.2e-3 0.2928 ± 8.4e-3 0.2674 ± 4.9e-3 0.2865 ± 3.3e-3 0.2806

β = 0.005 β = 0.1 β = 1.0
Figure 8: Sensitivity control. Depending on the sensitivity value
determined by β in Eq. 3, our method can either edit only the
sketched region and minimally modify the rest of the neural field,
or produce larger edits outside the sketch regions (softer blending).
We display the overlay of sketches v.s. edited output.

region and Cα
i is the thresholded alpha mask rendered with

Fe from each sketch view. To ensure the metric is resilient
to alpha thresholding values, the score we report is aver-
aged over 9 thresholding values we apply to Cα

i , ranging at
[25, 225]. We point out that a high IoS score by itself does
not guarantee a high quality output, i.e. a method can cheat
by simply filling the sketch region with some fixed color.

Semantic Alignment. We assess if our method gen-
erates semantically meaningful content aligning with the
text-prompt using Clip-similarity [53]. In Table 3, we
present the evaluations which demonstrate that although we
don’t optimize for CLIP performance directly, our method
achieves comparable results with Text-Only. We perform
this experiment by sampling forty views around each edited
object and averaging the CLIP similarity of each view to the
corresponding texts.

4.4. Ablation Studies

To perform sketch-based, local editing, we use two loss
terms, Lpres, which preserves the base object, and Lsil

which generates the desired edit according to the input
sketches. We visually analyze the effect of these loss
terms on two examples: one reconstructed with [45] (Fig. 9
top row) and another generated by Stable-DreamFusion
[69] (Fig. 9 bottom row). We differentiate between these
two examples as editing neural fields generated by Stable-
DreamFusion ensures the rendered base model input is
within the diffusion model distribution, which leads to
fewer adversarial artifacts (see discussion in Section 4.2).

Qualitative ablation results are presented in Fig. 9. Text-
Only, is equivalent to applying DreamFusion [52] initialized
with a pretrained NeRF. This method employs neither of
the two geometric losses and adheres to the semnatics of
the text prompt but drastically alters the base neural field,
Fo. We also experimented with lowering the learning rate
to avoid steering from the base model with high gradients,
but that did not help in mitigating this effect.

When only Lsil is employed, the sketch regions are
edited according to the text-prompts, but the base region
also changes drastically. The flower, a generated NeRF,
changes more meaningfully compared to the cat. When
only Lpres is applied, no explicit constraint exists to respect
the sketches. Therefore, our method yields a color artifact in
the proximity of the sketch regions. When both constraints
are simultaneously applied (our method), the edits respect
both sketches and text prompt, and preserve the base NeRF.

We further validate our claim with a quantitative ablation
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Base Model Text Only Ours
–Lpres,Lsil

Ours
Lpres, –Lsil

Ours
full

Figure 9: Ablation Study. We demonstrate of the effect of our suggested losses on editing neural fields (zoom in for details). The prompts
used are ”A cat wearing a chef hat” and ”A red flower stem rising from a potted plant”. All methods were initialized with the same base
models (leftmost column), and optimized with the same diffusion model [55]. Text-only uses the public re-implementation of [52]. The
rightmost method shows our full pipeline, compared to ablated versions of it omitting Lpres and Lsil respectively.

Base Model Text Prompt Input Sketches SKED
Stable Diffusion [55]

SKED
Deepfloyd-IF [63]

Figure 10: Effect of Diffusion Model Backbone. SKED is compatible with any diffusion models applicable with [52], e.g, the diffusion
model should be trained to generate images in the editing domain, and respond to directional prompts, as designated by [52].

which repeats the experiments in Section 4.3 for the Lsil

and Lpres variants (see Table 1 and Table 2). Evidently,
both variants are inferior to the full pipeline.

5. Conclusion, Limitations, and Future Work
We presented SKED, a NeRF editing method condi-

tioned on text and sketch. Using novel loss functions,
our framework allows for local editing of neural fields.
Similar to previous works
[52, 36, 41], our approach
utilizes the SDS Loss and
may be vulnerable to the
well-known ”multiface is-
sue” (inset figure) depend-
ing on the choice of diffu-
sion model and prompt. Our
method supports a single set
of prompt and sketch views at a time. A simple workaround
is to apply our method multiple times progressively (Fig. 7).
Our results rely on the publicly available Stable-Diffusion

model [55], which is less amenable to directional text
prompts and produces lower quality 3D generated outputs
compared to commercial diffusion models used by previous
works [52, 36]. In Fig 10 we show that it is possible to get
better results by using the Deepfloyd-IF model [63].

Future directions may expand our method to better sup-
port for non-opaque materials, or condition on other modal-
ities, possibly through the diffusion model. More research
may further extend the usage of sketch scribbles for anima-
tion, similar to [12].
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