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Abstract

Deep learning models need to detect out-of-distribution
(OOD) data in the inference stage because they are trained
to estimate the train distribution and infer the data sampled
from the distribution. Many methods have been proposed,
but they have some limitations, such as requiring additional
data, input processing, or high computational cost. More-
over, most methods have hyperparameters to be set by users,
which have a significant impact on the detection rate. We
propose a simple and effective OOD detection method by
combining the feature norm and the Mahalanobis distance
obtained from classification models trained with the cosine-
based softmax loss. Our method is practical because it does
not use additional data for training, is about three times
faster when inferencing than the methods using the input
processing, and is easy to apply because it does not have
any hyperparameters for OOD detection. We confirm that
our method is superior to or at least comparable to state-
of-the-art OOD detection methods through the experiments.

1. Introduction

Deep learning models are generally designed to target
the closed world. Models are trained based on the assump-
tion that the inputs of the inference stage will be sampled
from the same distribution as the train distribution. This
means that the model may not make correct predictions if
inputs are sampled from other distributions. The model
must be able to distinguish whether the input is from the
train distribution or not. This problem has been established
as the task of out-of-distribution (OOD) detection.

Some researchers tried to detect OOD samples using
confidence scores from classification models. Hendrycks
and Gimpel simply used the confidence scores, but this
approach was not very effective because of the overconfi-

*Corresponding Author

dence of deep learning models [9]. Hendrycks, Mazeika,
and Dietterich (2019) and Papadopoulos et al. tried to lower
the confidence of OOD samples using auxiliary large OOD
datasets [10, 21]. However, collecting a massive OOD
dataset is highly expensive, and training classification mod-
els with such a dataset takes a long time. Liang, Li and
Srikant (2018) simply adopted the input processing tech-
nique, which added a small perturbation to the input sam-
ples to increase the confidence of in-distirubtion (InD) sam-
ples, but they assumed OOD samples were given in ad-
vance, which is not practical [16].

Some researchers defined measures to detect OOD sam-
ples based on input features learned by classification mod-
els. Lee et al. proposed a measure based on Mahalanobis
distance, but they also assumed that OOD samples were
given in advance as Liang et al. did [15, 16]. Sastry and
Oore proposed a measure based on various correlations be-
tween features, but their approach was very time-consuming
in evaluating the OOD measure [23]. Hsu et al. tried to ob-
tain the OOD probability by modifying the network struc-
ture, which caused the degradation of classification perfor-
mances [12].

Additional popular technique is the input processing,
which was adopted by most approaches [16, 15, 23]. The in-
put processing is to generate 2’ by adding a small perturba-
tion to input data = to make the boundary of in-distribution
compact. It may be helpful to increase the detection ac-
curacy under certain conditions. However, generating the
perturbation takes almost twice of the inference time, so the
total inference becomes three times longer. The OOD de-
tection performance is very susceptible to the size of the
perturbation, so it should be carefully determined.

Some OOD detection approaches had various hyperpa-
rameters, including the perturbation size of input process-
ing. The hyperparameters were usually tuned by using ad-
ditional datasets to maximize the detection performance.
Liang et al. [16] and Lee et al. [15] tuned them with given
OOD samples, and Hsu ef al. [12] and Sastry and Oore [23]
used the validation samples. However, it is hard to find out
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hyperparameter values generally applicable to any distribu-
tions of OOD samples. When the values are found in a spe-
cific dataset, the model is easy to be biased to the dataset.

This paper proposes a simple and effective approach that
can detect OOD samples without hyperparameters, addi-
tional datasets, and input processing. We detect OOD sam-
ples by combining norm and Mahalanobis distances of fea-
tures. We find that the models trained with the cosine-based
softmax loss are more advantageous than the ones trained
with the regular softmax loss for OOD detection. We math-
ematically conjecture that the feature norm from the mod-
els with the cosine-based softmax loss can be a measure for
the probability of in-distribution, and confirm its effective-
ness experimentally. We also develop a robust Mahalanobis
distance-based measure for the model with the cosine-based
softmax loss. We propose an OOD score function by com-
bining the feature norm and the Mahalanobis distance with-
out any hyperparmaeters.

Our method do not need the input processing because it
shows high accuracy in OOD detection without it. So, the
additional computation for OOD detection by our method
is very small. Feature norms and the Mahalanobis distances
can be obtained with tiny additional calculations from clas-
sification models. Since the cosine-based softmax loss is
generally applicable to any deep models, our OOD detec-
tion approach can be easily extended to various structures
without a classification accuracy loss. Our method is also
practical because it does not use any additional datasets.
We confirm the OOD detection performance on various im-
age datasets through experiments. Our method is compared
with others using additional datasets, performing the input
processing, or tuning hyperparameters to maximize perfor-
mance. The experiment shows that our approach is superior
to or at least comparable to state-of-the-art OOD detection
methods.

2. Related Work

Previous OOD detection approaches were based on var-
ious models, such as classification models [9, 16, 15, 10,

, 17,12, 23], generative models [22, 19, 25, 4, 26, 3] and
Bayesian models [6, 2, 18].

OOD detection is usually required as a pre-processing of
the classification task, which is one of the crucial tasks of
deep learning. Due to its effectiveness, many researchers
tried simultaneously performing OOD detection and clas-
sification in one model. In this section, we cover OOD
detection-related approaches based on classification mod-
els.

2.1. Training with Large OOD Datasets

Hendrycks et al. proposed a method to lower the max-
imum softmax probability (MSP) for OOD samples from
classification models [10]. They improved OOD detection

performance by adding a loss term which was based on
large OOD datasets. The added loss term was designed so
that softmax values for OOD samples be closed to a uniform
distribution. Papadopoulos et al. further improved OOD de-
tection performance by adding another loss term [21]. The
loss term prevented classification models from overconfi-
dence. Liu et al. proposed an energy-based measure for
models trained with large OOD datasets [17].

These methods had the disadvantage of collecting exten-
sive additional datasets to train classification models. The
collected OOD dataset was used, assuming it represented all
unknown OODs. However, it is virtually impossible to col-
lect data that can represent all OOD samples in real-world
situations. In addition, training a model with a large amount
of OOD data takes much longer than regular training.

2.2. Tuning Hyperparameters Using Known OOD
Samples

Some OOD detection approaches had hyperparameters
that need to be tuned. Liang et al. [16] and Lee et al.
[15] used specific OOD samples to tune hyperparamters un-
der the assumption that distribution of OOD samples were
given in advance. Liang et al. [16] tuned the temperature
scaling factor and a perturbation size of input processing.
Lee et al. [15] tuned weights for the feature ensemble and
a perturbation size of input processing. However, these ap-
proaches are not feasible because it is difficult to know from
which distribution OOD samples will occur in a real-world
situation.

2.3. Tuning Hyperparameters Using In-distribution
Samples

Recently, some OOD detection approaches without us-
ing OOD samples were proposed because it was unrealis-
tic to use OOD samples. Hsu et al. modified the classi-
fying layer to obtain the probability that an input was in-
distribution [12]. However, the modified classifying layer
made the classification accuracy unstable. They also pro-
posed a strategy that the perturbation size of the input pro-
cessing was set without OOD samaples, but it was not valid
to all datasets. Sastry and Oore [23] proposed measures
for OOD detection based on the Gram matrices of features.
They stored the maximum and minimum values of the ele-
ments of the Gram matrix for each class, layer, power, and
index of the matrix. They detected OOD samples using the
stored values. However, it required heavy computation and
alonger time than other approaches. Those approaches used
additional InD validation dataset for tuning hyperparame-
ters: Hsu ef al. [12] tuned the perturbation size of input
processing, and Sastry and Oore [23] tuned normalization
factors for each layer.
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2.4. Using Input Processing

The input processing is an operation that generates z’
by adding a small perturbation to an input . Many pre-
vious approaches applied the input processing because this
process effectively improved OOD detection performance.
However, the perturbation size, epsilon, needed to be tuned
appropriately. The epsilon has a significant impact on per-
formance, so it should be chosen carefully.

Liang et al. [16] and Lee et al. [15] chose the epsilon
values using given specific OOD samples. The chosen ep-
silon may not be valid to other OOD samples because it
was tuned with a distribution of given OOD samples. Hsu
et al. [12] proposed a method to set the epsilon value with-
out OOD samples. They tuned the epsilon using the InD
validation dataset, but their method did not generally work
for all cases. The detection performance decreased in some
datasets.

Another disadvantage is that the input processing re-
quires a lot of computation. We need one forward loop and
one backward loop to add a perturbation to an input. We
need one more forward loop to determine whether the per-
turbed input is OOD. Since the time taken for the forward
loop and the backward loop is almost the same, the total in-
ference time increases by about three times compared to the
inference time without the input processing.

2.5. Using Self-supervised Learning

Recently, a self-supervised learning technique that can
learn a deep learning model without a label is attracting at-
tention. In many studies in the field of OOD detection, self-
supervised learning techniques are being tried to improve
performance or reduce dependence on data labels. Some
approaches build new data by applying transforms such as
rotation to the image, and train models by giving the trans-
form applied to the image as a label [7, 11, 27, 1]. Other
approaches use contrastive learning techniques to train the
model [27, 24]. However, in most cases, the OOD detection
performance is not as high as when learning using labels.
In addition, since the model is trained only for the purpose
of OOD detection or representation learning, an additional
method is needed to perform classification.

3. Proposed Method

A deep learning-based classification model can be de-
composed into a feature extractor f(-) and a classifier g(-)
which is usually a fully connected layer. When training with
the standard softmax loss, a logit is defined as:

logit(xv C) = f(l‘) “we + b, (1)
and with the cosine-based softmax loss, it is defined as:
logit(x,¢) = —————— 2)
|f(@)] - |wel

InD(CIFAR-10)
B OoD(SVHN)

InD(CIFAR-10)
m OoD(SVHN)
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feature norm feature norm

(a) Standard softmax loss (b) Cosine-based softmax loss

Figure 1: The feature norm distributions of InD (red) and
OOD (blue) data. (a) is from DenseNet3 trained with the
standard softmax loss and (b) is from DenseNet3 trained
with the cosine-based softmax loss.

where w, is the connection weights of g(-) for a class c. The
cosine-based softmax loss is widly used in face recognition
field [28, 5, 29].

We introduce two useful measures for OOD detection
that can be simply extracted from models trained with
cosine-based softmax loss: a feature norm-based measure
and a Mahalanobis distance-based measure. We then pro-
pose an OOD score by combining these two measures. Let
us describe each measure and the score function in detail.

3.1. Cosine-based Softmax Loss and Feature Norm

When we train a classification model with the closed-
world assumption, the logit value for a class c is considered
as being proportional to P(y = c|z). However, in the open
world, the logit value should be interpreted as being propor-
tional to P(y = c|x, D;,,) where D, is the event that x is
in the train distribution. The probability can be decomposed
using P(y = ¢, Dy |x) and P(D;,|x) as follows:

P(y = ¢, Din|x)

IOgit({E,C) X P(y = C|x7Din) = P(D ‘I)

3)
If we use the cosine-based softmax loss, Equations 2 and
3 can be combined as follows:

flx) - we o P(y = ¢, D)
‘f(m)l : |w0‘ P(Din‘x)

The numerator of the right-hand side includes a class-
related term, ¢, and the denominator, P(D;,|z), does not.
So, we reformulate the left-hand side so that only the nu-
merator has class-related terms as follows:

f(@) - we/|lwe| Py = ¢, Din|7)
|f ()] P(Din|)

Since w, is the connection weight to g(-), we can say it is
class-related, and since f(x) is the feature representation of
x, we can say it is classifier-independent. Based on this, we
rigorously infer that both denominators can be proportional

“4)

®)
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Figure 2: The distribution of feature norm according to the
mixup factor (a), and the mean value of feature norm ac-
cording to the mixup factor. It can be observed that as OOD
samples are more mixed into a sample, the feature norm
tends to decrease.

to each, i.e., |f(z)] « P(D;n|z), because the two terms
in Equation 5 are proportional, and their denominators and
numerators share class-related characteristics.

To confirm this, we perform some OOD detection ex-
periments. We try to detect SVHN using |f(x)| from
DenseNet3 model trained for CIFAR-10 with the cosine-
based softmax loss. We compare this to the model using
the standard softmax loss as shown in Figure 1. The fea-
ture norm distributions of OOD and InD by the standard
loss model overlap much, but those of the cosine loss model
have a very small overlap between SVHN and CIFAR-10,
which says that the cosine loss model can be better to dis-
criminate ODD than the standard model.

To verify that the length of feature norm decrease as the
samples get closer to OOD, we create mixup samples by
mixing SVHN and CIFAR-10 images as shown in Equation
6 and observed the feature norm.

TestImg = A - InD + (1 — A) - OOD (6)

As the mixup factor, A decreases, that is, as the samples get
closer to OOD, the feature norm also decreases as shown
in Figure 2. The feature norm of an image from the cosine
loss model tends to increase as the image get closer to InD
samples and decrease closer to OOD samples, which sup-
ports our conclusion that | f(z)| from a cosine loss model is
proportional to P(D;,|x). Also, it supports that the feature
norm can be a measure for OOD detection. Additional ob-
servations, including CIFAR-100 and SVHN, are presented
in the appendix.

3.2. Mahalanobis Distance in Models Trained with
Cosine-based Softmax Loss

We may assume that features of InD samples obtained
from internal layers of classification models follow the
Gaussian distribution. We adopt an OOD score defined by
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Figure 3: Distributions of M D scores from each block of
DenseNet3 trained with SVHN. The OODs datasets (blue)
is TinyImageNet-crop (left) and iSUN (right).

Lee et al. [15] based on the Mahalanobis distance:

MDB(QL‘)
= —max — (fp(z) - pe,s) S5 (fB(x) = pe,s), (7)

where (. g and X g are the mean and the covariance of fea-
tures from a block B. This score is very discriminative for
OOD detection as shown in Figure 3. Since the distributions
of M D scores of InD and OOD samples have small over-
laps, we can detect OOD samples using the scores. How-
ever, M D scores from the penultimate layer overlap if the
model is trained with cosine-based softmax loss, as shown
in Figure 2(e)-(f).

The reason why M D scores from penultimate layer is
not discriminative is that the feature from the penultimate
layer do not follow a Gaussian distribution. In the model
trained with cosine-based softmax loss, the softmax proba-
bility with o, the softmax value for a class c, is calculated
as follows:

exp (we - f(@)/(lwel - |f(@)]))
2o exp (we - f(z)/(Jwel - If(év)l))'(g)

o (9(f(x))) =
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Approach \ Auxiliary Dataset | # of Hyperp. \ Input Processing ‘
OE [10] Large OOD dataset 0 X
ODIN [16] OOD samples 2 v
MAHA [15] OOD samples 4 v
G-ODIN [12] InD samples 1 v
GRAM [23] InD samples 100 X

[ COD (Proposed) | None [ 0 [ X ‘

Table 1: OOD detection approach comparison. The number of hyperparameters is counted based on DenseNet3 with 100

layers.

The classification model is trained so that the softmax
probability reflects P(y = ¢|f(x)). If the feature distribu-
tion from the penultimate layer is assumed to be the mul-
tivariate Gaussian dlstrlbutlon for each class, and the class
prioris P(y = ¢) = Z e where [, is unnormalized prior

for class ¢, the probability of class ¢ with f(z) is as follows:

Py = | f())
_ Ply=0P(f(@)ly=c)
> Ply=)P(f(a)ly = )

__exp (X (@) — 5pd B e + logBe)
2 exp (ug N f(z) = *udE Y +logBer)

(©))

That is, if the feature from the penultimate layer follows
a Gaussian distribution, P(y = ¢|f(z)) is based on linear
expressions. Since a nonlinear expression cannot be trans-
formed in a linear expression, the softmax probability from
the cosine loss model (Equation 8) cannot be converted to a
similar form of P(y = ¢|f(x)) (Equation 9), which means
that the features from the penultimate layer is not expected
to follow a Gaussian distribution.

If Equation 8 is rewritten using a normalized feature

f'(x) = f(x)/|f(x)], it is as follows:

exp (we f'(x)/(lw/ ])
> exp (wi /() /(Jw/ )
Equation 10 is based on linear expressions of f’(z), from
which we conjecture that f’(x) may follow a Gaussian dis-
tribution. Since M D scores are useful under the assump-
tion that features follow a Gaussian distribution, we re-
define the feature for M D from the penultimate layer as
f'(x) = f(x)/|f(z)| instead of f(x). We re-depict the
distribution of M D in Figures 2-(e) and (f) using f'(z) as
shown in Figure 4. The overlap of the distributions is sig-
nificantly reduced compared to M D based on f(x), which
means that M D based on f’(x) may be better than f(x) for
OOD detection.

oc (9(f(2))) =

(10)

IND(SVHN)
W= OoD(TINC)

InD(SVHN)
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MD based on f'(x)

Figure 4: Distributions of M D scores based on f’(z). The
configuration is the same as Figure 3.

We evaluate M D scores for the penultimate layer with
the redefined feature, f'(x) = f(z)/|f(x)| and for other
layers with fp(x). Finally, we combine M D scores from
each block as Equation 11 by product:

] (MDs()).

B
3.3. Proposed OOD Score Function

We define a cosine-based OOD score function,
COD(zx), with the feature norm and the Mahalanobis
distance-based measure, M D. Since the feature norm tends
to appear large for InD samples and M D tends to be large
for OOD samples, we define COD(z) by dividing the fea-
ture norm by M D as follows:

MD(z) = (11)

|f (@)
MD(z)

COD(x) does not have any hyperparameter to be tuned.
Also, no additional dataset is required to use COD(x), and
it shows a high discriminative performance without the in-
put processing. COD(x) can be calculated with a very
small computation in a forward loop for classification. We
compare the previous approaches in the viewpoint of auxil-
iary datasets, the number of hyperparameters and the input
processing in Table 1. Most of the previous methods used
auxiliary datasets, and had several to one hundred hyperpa-
rameters, and needed the input processing to increase the
performance, while our method does not need any of them.

COD(x) =

12)
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4. Experiment

This section shows the effectiveness of our approach
through experiments with various image datasets.

4.1. Experiment setting

Datasets: We use CIFAR-10/100 [14], and SVHN [20] im-
ages for InD datasets. We use the training dataset for classi-
fication and use the test datasets to evaluate OOD detection.
We use TinylmageNet-crop (TINc), TinyIlmageNet-resize
(TINr), LSUN-crop (LSUNc), LSUN-resize (LSUNTr), and
iSUN as OOD datasets. These datasets have been used
in many studies related to OOD detection. Additionally,
when CIFAR-10/100 are in-distribution, SVHN test dataset
is also used as an OOD dataset, and when SVHN image is
in-distribution, CIFAR-10/100 test datasets are also used as
OOD datasets.

Baselines: We compare our approach to previous OOD de-
tection methods: ODIN [16], MAHA [15], G-ODIN [12],
and GRAM [23].

Networks and Training Details: We train ResNet34 [&]
and DenseNet3 [13] models with the same setting as the
baseline approaches. We train ResNet34 for 200 epochs
with a batch size of 128 and a weight decay of 0.0005.
We train DenseNet3 with 100 layers for 300 epochs with
a batch size of 64 and a weight decay of 0.0001. In both
training, the optimizer is SGD with a momentum of 0.9,
and the learning rate starts with 0.1 and decays by a factor
0.1 at 50% and 75% of the training progress.

When we train models with the cosine-based softmax
loss, logit values are between -1 and 1. For expanding the
range of logits, we adopt the temperature scaling with a fac-
tor of 1" as in Equation 13. The factor of 7" needs to be set
to 0.1 for SVHN, CIFAR-10 and 0.05 for CIFAR-100 so
that the classification performance is maximized. The logit
scaled by 7' is defined as:

logit;.(z) = logit(z)/T. (13)

Evaluation Metrics: We evaluate the detection perfor-
mance using the two metrics that are most widely used for
OOD detection. The first metric is the area under the re-
ceiver operating characteristic curve (AUROC). It is used
to evaluate the average performance considering various
thresholds. The second is TNR at TPR p%. We evaluate
with p = 95 as the metric used in the baseline approaches.

4.2. Results

Table 2 shows an overall comparison with DenseNet3.
Our approach achieves superior performance in all the
datasets. Compared to ODIN, our approach has higher per-
formance in all the cases. Compared to G-ODIN, our ap-
proach has higher performance except one cases. Com-

pared to MAHA, our approach has higher performance ex-
cept some cases.

In some cases, GRAM shows a higher performance
than the proposed method, but GRAM is very unstable de-
pending on OOD datasets. For example, GRAM shows
a particularly poor performance on LSUNc. It shows a
TNR @95 score of 88.4 for CIFAR-10 and 65.6 for CIFAR-
100. Our approach is more even performances across all
OOD datasets, and achieves the highest average perfor-
mances. Also, GRAM requires significantly heavy com-
putation. When comparing the wall clock time in the same
environment (GTX 2080 Ti GPU with Xeon Silver 4021
CPU * 2), the GRAM takes 0.35 seconds to calculate OOD
score for one image, but our approach takes only about
0.018 seconds. Our approach is 19 times faster than GRAM
because GRAM evaluates a lot of measures in the forward
loop while our approach needs very small additional com-
putation.

The head of Table 2 shows what each approach needs to
detect OOD samples. ODIN and MAHA use OOD samples
and InD validation samples, and perform the input process-
ing. G-ODIN does not use OOD samples but uses InD val-
idation samples and performs the input processing. GRAM
uses InD validation samples to tune hyperparameters. Our
approach needs nothing except a training dataset. Our ap-
proach is the fastest method because the input processing is
not required. Our method is superior to or at least compara-
ble to state-of-the-art OOD detection methods even though
it does not require any additional datasets. Our model also
shows better performance with ResNet34. The results are
presented in the appendix.

5. Discussion
5.1. Layer Selection for M D

Our approach, COD, uses M D values from all the
blocks of the model. However, it can be more effective if
we can choose some layers which are helpful for OOD de-
tection. Useful layers for OOD detection may depend on the
model structure, the training dataset, and the OOD dataset.
However, OOD samples are not available in advance.

We will discuss how to select useful layers with synthetic
OOD samples. We may generate synthetic OOD samples
from the training dataset. For example, we may use some
training samples rotated by 90 degrees as synthetic OOD
samples. Then, we evaluate AUROC scores for each layer,
and choose layers of which AUROC scores are greater than
a threshold such as 60% of AUROC. In the case of CI-
FAR10, CIFAR100, and SVHN, it is confirmed that the AU-
ROC score of each M D was over 60%. Therefore, it can be
a reasonable threshold to choose layers.

We apply the layer selection to a more realistic dataset,
ImageNet-30. In this case, M D from the last layer, M D
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AUROC TNR @95
Use a training dataset Use a training dataset
00D Use InD validation samples Use InD validation samples
Perform the input processing Perform the input processing
Use OOD samples (Ours) | Use OOD samples (Ours)
ODIN MAHA | G-ODIN | GRAM | COD | ODIN MAHA | G-ODIN | GRAM | COD
InD: CIFAR-10
SVHN 95.5 98.1 98.8 99.1 99.5 86.2 90.8 94.0 96.1 98.0
TINc 97.6 95.3 98.7 99.3 99.4 87.0 84.2 93.4 96.7 97.9
TINr 98.5 98.8 99.1 99.7 99.5 92.4 95.0 95.8 98.8 97.8
LSUNc 93.6 80.2 98.3 97.5 99.9 70.6 48.2 91.5 88.4 99.6
LSUNr 99.2 99.3 99.4 99.9 99.6 96.2 97.2 97.6 99.5 98.9
iSUN 98.7 98.9 99.4 99.8 99.6 93.2 95.3 97.5 99.0 98.7
MEAN 97.2 95.1 99.0 99.2 99.6 87.6 85.1 95.0 96.4 98.5
InD: CIFAR-100
SVHN 93.8 97.2 95.9 97.3 97.0 70.6 82.5 77.0 89.3 82.4
TINc 88.3 88.8 97.6 97.7 97.9 51.0 60.1 87.8 89.0 89.3
TINr 85.2 97.4 98.6 99.0 98.6 42.6 86.6 93.3 95.7 93.1
LSUNc 91.4 81.7 95.3 91.4 98.9 57.8 42.1 75.0 65.5 95.1
LSUNr 85.5 98.0 98.7 99.3 98.6 41.2 91.4 93.8 97.2 93.3
iSUN 84.5 97.4 98.4 99.0 98.5 374 87.0 92.5 95.9 92.5
MEAN 88.1 93.4 97.4 97.3 98.3 50.1 75.0 86.6 88.8 91.0
InD: SVHN
CIFAR-10 914 98.9 - 95.5 99.0 71.7 96.8 - 80.4 96.1
CIFAR-100 - - - - 98.9 - - - - 95.8
TINc - - - - 99.8 - - - - 99.7
TINr 95.1 99.9 - 99.7 99.8 84.1 99.9 - 99.1 99.5
LSUNc - - - - 99.8 - - - - 99.4
LSUNr 94.5 99.9 - 99.8 99.8 81.1 99.9 - 99.5 99.4
iSUN 94.7 99.9 - 99.8 99.8 82.2 99.9 - 99.4 99.5
MEAN - - - - 99.6 - - - - 98.5

Table 2: OOD detection performance (%) with a DenseNet3 classification model. Our performance is averaged over 5 runs.

ODIN, MAHA and GRAM are cited from the work by Sastry and Oore [

al. |

] and G-ODIN is cited from the work by Hsu et

]. In the case of SVHN, all baselines did not present their performances. Dash symbols stand for not-available. The

mean rows are the averages of the performances over all OOD datasets. For each case, the best results are in bold.

ResNet18 OOD Dataset
InD: ImageNet-30 | Test Acc | DTD [ CUB-200 [ Caltech [ Dogs | Places-365 [ Food-101 [ Pet | Flowers
CSI 97.0 93.7 93.4 91.9 97.7 92.5 87.0 96.9 96.0
COD 97.2 94.0 92.8 91.8 95.9 93.7 80.4 96.2 95.4

Table 3: OOD detection performance comparison with CSI and COD with layer selection.

obtained from the re-defined feature of the last layer, shows
an AUROC score of over 80%, and the remaining blocks
show AUROC scores of about 50%. Based on this, we
choose only the last layer for COD, and perform OOD de-
tection for ImageNet-30. ResNet18 is used for comparison

with other approach. The baseline is a contrastive learning-
based model, CSI [27], one of SOTA models. CSI is heavier
to apply because it use a specific training method for OOD
detection such as input transform and contrastive learning.
On the other hand, COD is simple and easy to apply be-
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cause it does not require anything but generating classifiers
in the training process. Nevertheless, as shown in Table 3,
COD shows comparable performance to CSI.

5.2. Classification Accuracy

Some approaches for OOD detection suffered from the
degradation of classification performance by change of
model structures or loss functions [10, 21, 12]. In this case,
two models should be stored aside, one for classification
and the other for OOD detection. OOD detection models
also need to have high classification performance for effi-
ciency. Table 4 shows that models trained with the cosine-
based softmax loss are accurate as much as the standard
loss. Our approach can be applied to various model archi-
tectures because it only changes the calculation of logits.
Also, there is no disadvantage to classification performance.

model InD Standard Cosine
CIFAR-10 95.25 95.34
ResNet34 | CIFAR-100 77.70 77.78
SVHN 96.48 96.41
CIFAR-10 95.14 95.08
DenseNet3 | CIFAR-100 76.43 76.87
SVHN 96.42 96.33

Table 4: Comparison of classification performance

5.3. Is the Input Processing Helpful?

The input processing is helpful for performance im-
provement when the perturbation size is properly chosen.
We analyze the performance improvement by the pertur-
bation size of the input processing. We train DenseNet3
with CIFAR-100 and observe the AUROC improvements
with different perturbations for SVHN, LSUNc, and iSUN
datasets. We perform ODIN and MAHA with pre-trained
DenseNet3 with CIFAR-100. Figure 5 shows the improve-
ment by the input processing on the three method.

Each dataset has a different pattern of improvement. For
example, our method is improved for SVHN but degraded
for iSUN when the epsilon is large. ODIN and MAHA also
have similar pattern to our method. This means that it is
challenging to find the perturbation size that generally in-
creases the performance regardless of OOD datasets. Hsu
et al. tried to find the perturbation size without using OOD
datasets, but the performance decreased in some cases [12].

The input processing is helpful where the distribution of
OOD samples are known. However, in reality, OOD sam-
ples can be generated from any distribution. The input pro-
cessing significantly increases the amount of computation.
It is reasonable not to use input processing, which increases
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Figure 5: OOD detection performance (AUROC) increment
by the perturbation size.

computation cost and has a potential to decrease perfor-
mance.

5.4. Fine-tuning with Pre-trained Model

We verify that our approach is also effective to fine-tuned
models. We first train a model with the standard softmax,
and then fine-tune the last block of the feature extractor and
the classifier for only 20 epochs. In the fine-tuning process,
all settings except for the learning rate are kept consistent
with the previous configuration. The learning rate for fine-
tuning starts with 0.5 and decays by a factor 0.1 at 50% and
75% of the training progress.

We can notify that our approach still works for fine-tuned
models. The OOD detection performances are compara-
ble to or even higher than those of our original models, as
shown in Table 5. The DenseNet3 trained with the stan-
dard softmax for SVHN shows a classification accuracy
of 96.4%, but its fine-tuned model shows an accuracy of
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InD 00D AUROC | TNR9S ‘
SVHN 99.45 98.35
TINc 99.53 99.61
CIFAR-10 TINr 99.73 99.23
(Acc: 95.1 — 94.1) | LSUNc 99.82 99.96
LSUNr 99.73 99.34
iSUN 99.72 99.27
SVHN 96.39 79.48
TINc 97.53 88.87
CIFAR-100 TINr 98.03 89.37
(Acc: 76.4 — 75.7) | LSUNc 98.72 96.81
LSUNr 98.16 90.91
iSUN 97.99 88.76
CIFAR-10 99.17 98.18
CIFAR-100 | 99.22 98.33
SVHN TINc 99.94 100.00
(Acc: 96.4 — 96.1) | TINr 99.88 99.96
LSUNc 99.94 100.00
LSUNr 99.91 100.00
iSUN 99.91 99.99

Table 5: Classification and OOD detection performance of
fine-tuned DenseNet3 models. All figures are in %, and are
the average results of 5 experiments each.

96.1%. Even though the models are fine-tuned with a lim-
ited number of epochs, the classification accuracy and the
OOD detection performances remain almost same. The re-
sults with ResNet34 are also presented in the appendix.

6. Conclusion

We proposed a novel OOD detection method that can be
applied to deep neural network-based classifiers. It is sim-
ple and fast since it uses only the feature norm and the Ma-
halanobis distances. Our approach does not use additional
data, does not have hyperparameters, and does not perform
input processing. Our approach is easy to apply because it
only needs to apply the cosine-based softmax loss.
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