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Figure 1: Inability of CLIP to count. We show that CLIP is insensitive to the number of objects in an image, and demon-
strate the effectiveness of our Counting-Aware CLIP. (a) Image retrieval results using text captions of the form “a photo of
ănumberą ăobjectsą”, with different numbers and types of objects. Images that match the caption are marked with ✓;
images that do not are marked with ✗. Our Counting-Aware model retrieves images that depict the requested number of ob-
jects, while the original CLIP often retrieves images that contain the wrong number of objects, or images where the number
is explicitly written in the image (e.g. ”nine hearts” - the image contains the number ”9”, but has 11 hearts). (b) Attention
maps demonstrating that our model attends to all matching object instances in the image, unlike the original CLIP.

Abstract

Large vision-language models (VLMs), such as CLIP,
learn rich joint image-text representations, facilitating ad-
vances in numerous downstream tasks, including zero-shot
classification and text-to-image generation. Nevertheless,
existing VLMs exhibit a prominent well-documented limita-
tion – they fail to encapsulate compositional concepts such
as counting. We introduce a simple yet effective method
to improve the quantitative understanding of VLMs, while
maintaining their overall performance on common bench-
marks. Specifically, we propose a new counting-contrastive
loss used to finetune a pre-trained VLM in tandem with
its original objective. Our counting loss is deployed over
automatically-created counterfactual examples, each con-
sisting of an image and a caption containing an incorrect
object count. For example, an image depicting three dogs
is paired with the caption “Six dogs playing in the yard”
as a negative example. Our loss encourages discrimination

between the correct caption and its counterfactual variant
which serves as a hard negative example. To the best of
our knowledge, this work is the first to extend CLIP’s ca-
pabilities to object counting. Furthermore, we introduce
“CountBench” – a new image-text counting benchmark for
evaluating object counting capabilities. We demonstrate a
significant improvement over state-of-the-art baseline mod-
els on this task. Finally, we leverage our counting-aware
CLIP model for image retrieval and text-conditioned image
generation, demonstrating that our model can produce spe-
cific counts of objects more reliably than existing ones.

1. Introduction
Since the advent of CLIP [38], training large vision-

language models (VLMs) has become a prominent
paradigm for representation learning in computer vision.
By observing huge corpora of paired images and cap-
tions crawled from the Web, these models learn powerful
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and rich joint image-text embedding spaces, which have
been employed in numerous visual tasks, including clas-
sification [58, 59], segmentation [27, 53], motion gener-
ation [47], image captioning [30, 48], text-to-image gen-
eration [12, 29, 32, 41, 44] and image or video edit-
ing [4, 6, 9, 17, 25, 35, 49, 18, 7]. Recently, VLMs have
also been a key component in text-to-image generative mod-
els [5, 39, 41, 43], which rely on their textual representa-
tions to encapsulate the semantic meaning of the input text.

Despite their power, prominent VLMs, such as
CLIP [38] and BASIC [36], are known to possess a weak
understanding of the number of objects present in an im-
age [3, 36, 38]. This is demonstrated in Fig. 1, where, when
given a caption of the template “a photo of ănumberą

ăobjectsą”, CLIP often fails to retrieve images that cor-
rectly match the described number. Downstream applica-
tions that rely on VLM-based representations inherit these
limitations, e.g., image generation models struggle to reli-
ably produce specific counts of objects [43, 51, 52].

In this work, we introduce a novel method that enhances
the quantitative understanding of large-scale VLMs by en-
couraging them to produce representations that are sensitive
to the number of objects in the image and text.

We hypothesize that the reason existing VLMs fail to
learn the concept of counting is severalfold: (i) Captions
that accurately specify the number of objects become ex-
tremely rare in the data as the number of objects increases.
For example, we found that for more than five objects, cap-
tions typically contain a general form of quantity, e.g., “a
group of...” or “many...”, rather than an accurate count. This
can be attributed to the fact that people cannot instantly
identify numerical quantities larger than four without ex-
plicitly counting the objects [24]. (ii) Numbers in the cap-
tion often refer to attributes that are NOT related to count-
ing – e.g. age, time, address, temperature, model number
(“This is an iPhone 5”), etc. (iii) The task of counting (as-
sociating the visible number of objects in an image with the
number in the caption), is not explicitly enforced in current
VLM training objectives. Therefore, current VLMs are able
to count reasonably well only up to two or three (for which
there are sufficient image-caption examples).

We thus suggest to mitigate each of these problems by:
(i) Creating suitable training data in which the captions con-
tain accurate numbers of objects. (ii) Designing a training
objective whereby understanding object counts is critical
for discriminating between the correctly associated caption
and incorrect ones.

More specifically, as illustrated in Fig. 2, we automat-
ically create a clean and diverse counting training set by
curating image-text examples where the image depicts mul-
tiple objects and its caption is verified to express their count.
We then finetune a pretrained VLM by formulating count-
ing as a discriminative task – for each example, we create

a counterfactual caption by swapping the spelled number
associated with the object count with a different randomly
selected number. The model’s objective is then to associate
the image correctly with its true count caption, discriminat-
ing it from the counterfactual one.

To evaluate counting capabilities, we introduce “Count-
Bench” – a carefully curated object counting benchmark,
consisting of 540 diverse, high quality image-text exam-
ples. We evaluate our method on two prominent contrastive
VLMs: CLIP [38] and BASIC [36], and demonstrate a
significant improvement in accuracy in the task of zero-
shot count classification over baseline models. Importantly,
we achieve this while maintaining the original knowledge
learned by the VLM, as demonstrated by an extensive evalu-
ation of our model on standard zero-shot downstream tasks.
The quantitative understanding of our model is further evi-
dent by our text-to-image retrieval results (e.g., Fig. 1(a)), as
well as by the relevancy maps of our model, which demon-
strate that the model correctly attends to all visible objects
whose count is specified in the text (e.g., Fig. 1(b)). Finally,
we train a large-scale text-to-image generative model [43]
which incorporates our counting training set and counting-
aware CLIP text encoder. The generated images from this
model exhibit higher fidelity to the number of objects spec-
ified in the input prompts (Fig. 8).
To summarize, our main contributions are:

1. A novel training framework for tackling the task of
vision-language counting – an important limitation of
current VLMs.

2. A new benchmark, “CountBench”, carefully filtered and
validated for evaluating VLMs on the counting task.

3. We apply our method to the widely-adopted VLMs
CLIP and BASIC, demonstrating significant improve-
ment on the counting task, while maintaining general
(non-counting) performance on common benchmarks.

4. We utilize our counting-aware VLMs for downstream
tasks including image retrieval and text-to-image gener-
ation, demonstrating more reliable results when the text
prompt contains a specific number of objects.

2. Related work
Contrastive vision-language models: Vision-language
models have demonstrated impressive success in vision and
multimodal tasks [2, 11, 36, 38, 46, 54, 37]. In this work,
we focus on contrastive VLMs, such as CLIP [38] and BA-
SIC [36], as they are widely used both for downstream tasks
and as backbones for generative models [40, 43]. Both are
trained with a contrastive objective, where matching text-
image pairs should have a low cosine distance, and non-
matching texts and images should be far apart. The repre-
sentations computed by CLIP have proven to be very effec-
tive in vision and multimodal tasks, due to their zero-shot
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Figure 2: Method overview (a) We create a text-image
counting training set in which each caption expresses the
number of objects depicted in the corresponding image.
This is done by using an off-the-shelf object detector to au-
tomatically identify text-image examples in which the text
count matches the number of visible objects in the image
(see Sec. 3.1). (b) We finetune a pre-trained CLIP model
using our counting subset (a), through a dedicated con-
trastive objective Lcount, used in addition to the original
(general) contrastive objective (Lclip). Specifically, given a
text-image example from our counting subset, we automat-
ically create a counterfactual prompt by replacing the true
object count in the original caption with an incorrect count;
Lcount encourages the model to embed the image close to
its original caption embedding (expressing the true object
count) and far from its counterfactual count (see Sec. 3.2).

capabilities and semantic nature, and have been used as a
prominent component in numerous tasks and methods. BA-
SIC [36] scaled up the size of the model, batch size and
dataset, improving zero-shot accuracy on common bench-
marks.

Subitizing: “Subitizing” [24] is the ability of people to
instantly recognize the number of objects at a glance –
without actually counting them. It has been shown [23] that
most humans can subitize only a small number of objects
(up to „4). This cognitive phenomenon is reflected in the
numbers people tend to specify in captions (ď4), and sub-

sequently in the counting abilities of VLMs, which struggle
to count larger numbers. Subitizing was also referred to in
computer vision [50, 56]. These papers aim to predict a very
small number (ď4) of salient objects in an image, and are
pure image-based (do not involve any text or VLMs).

Counting in vision-language models: While demon-
strating impressive recognition capabilities, large VLMs
such as CLIP[38] and BASIC [36] are known to only par-
tially capture the meaning of the text. Thus, they fail to
understand the number of objects in an image [3, 36, 38].
Paiss et al. [34] demonstrated that CLIP attends to only a
small subset of its input, mainly the nouns, and often ig-
nores adjectives, numbers and prepositions.

Counting has remained a stand-alone task under the do-
main of visual question answering (VQA), tackled with
specifically designed architectures and techniques [1, 31,
57]. Our work defers from these prior efforts in several
key aspects: (i) While previous efforts are restricted to
VQA architectures and problem formulation, our goal is to
improve the quantitative understanding of general-purpose
contrastive VLMs (e.g., CLIP and BASIC), used in various
vision and multimodal tasks where counting-aware solu-
tions are not currently available. (ii) Our work can enhance
the zero-shot counting capabilities of VLMs to unrestricted
objects, unlike prior methods that are trained on specific do-
mains, which can be problematic for new domains where no
counting labels are available.

3. Method

Our goal is to teach a pre-trained VLM (e.g., CLIP) to
count, i.e., to improve its quantitative textual and visual un-
derstanding. Our framework, illustrated in Fig. 2, consists
of two main stages. We first automatically create a count-
ing training set, comprising clean and diverse images along
with corresponding captions that describe the number of
visible objects in the scene. We then leverage this dataset
to finetune the VLM through a designated count-based con-
trastive loss that is used in tandem with the original generic
image-text objective.

More specifically, our key idea is to automatically gen-
erate counterfactual examples by swapping the true object
count in the caption with a different random number. Our
new counting loss encourages the model to embed an image
close to its true count, as expressed by the original caption,
while pushing it away from the embedding of the counter-
factual count prompt. As the only difference between the
correct caption and its counterfactual counterpart is a sin-
gle word—the spelled number of objects—the model has to
distinguish between the correct and incorrect count in order
to succeed in its training task. Next, we describe our dataset
creation and finetuning paradigm in detail.
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3.1. Creating an image-text counting train set

A naı̈ve approach for obtaining an image-text counting
dataset is to filter a large-scale dataset for examples in which
the caption contains a number. However, this approach re-
sults in a highly noisy dataset, since the numbers in the cap-
tions often refer to other numerical attributes that are unre-
lated to object counts. Such numerical attributes are age (“A
7 year old girl”), time (“The time is 9 o’clock”), addresses,
model numbers, etc (see examples in supplementary). To
ensure that the numbers in the captions indeed specify ob-
ject counts, we employ several stages of automatic filtering
in our data pipeline (Fig. 2 (a)):

First, we filter out all examples whose caption does not
contain a spelled number P t“two”, . . . , “ten”u. We do
so, as we observed that non-spelled numbers, or numbers
higher than ten, mostly appear in conjunction with a mea-
sure of time, (e.g. dates) or addresses, rather than numbers
of objects present in the image.

In the second stage, we verify that the spelled numbers
serve as object counters, and that the counted objects are
visible and detectable in the images. For example, for the
caption “A photo of three dogs”, we verify that the image
indeed depicts three visible dogs, no more, and no less. This
count verification is achieved automatically by first apply-
ing an off-the-shelf object detector [22], and counting the
number of detections per object. We assume that the cap-
tion refers to the most prevalent object in the image. Thus,
we retain only examples for which the number specified
in the caption aligns with the number of instances of the
maximally-detected object. We denote by C our automati-
cally filtered train set.

Naturally, the filtered data C is imbalanced. The number
of examples that pass our filtering drops significantly as the
count increases, e.g., the number of “ten” image-text pairs
is around 1000ˆ smaller than “two”. Training with such
imbalanced data creates a bias—the loss can be reduced by
classifying frequent numbers as the correct caption and rare
numbers as counterfactual, regardless of the image content.
Therefore, balancing the data is of essence. Due to scarcity
of examples depicting more than six objects, we choose to
balance the numbers “two” ´ “six” separately from the
higher numbers “seven”´ “ten”. For each of the numbers
“two” ´ “six”, we sample around 37K samples, while for
“seven” ´ “ten”, we use all the samples passed by our
filter. There are approximately 7K samples for “seven”
down to around 1.5K samples for “ten”. We found this ap-
proach to provide us with a diverse and relatively balanced
training dataset, yet more sophisticated methods could be
considered in the future. From this point on, C will denote
our filtered and balanced numbered training set.

3.2. Teaching CLIP to count

Our goal is to improve the quantitative understanding of
a pre-trained VLM (e.g., CLIP), while preserving its real-
world knowledge, as reflected by its zero-shot capabilities
on commonly-evaluated benchmarks. Therefore, we use a
combination of two loss functions:

L “ LCLIP ` λLcount (1)

where LCLIP is the regular contrastive loss of CLIP, Lcount

is our counting-designated loss (described below), and λ is
a hyperparameter used to weight the two losses.

We finetune the model on two training sets: (i) A very
large dataset collected from the Web that contains general
in-the-wild images and captions. (ii) Our filtered numbered
training set C, described in Sec. 3.1, which contains sam-
ples where object counts are spelled out in the captions.
While LCLIP is calculated on all samples, the counting
loss Lcount is calculated only on samples from C. For each
image-text pair (ik, tk) P C, a counterfactual caption tCF

k is
automatically created by swapping the number in the cap-
tion tk with a different random number (e.g., the caption
“five dogs” can be counterfactualized with “eight dogs”).
At each training step, the triplets pik, tk, tCF

k qNk“1 are then
fed to CLIP’s text and image encoders to obtain their em-
beddings peik, etk, etCF

k qNk“1.
Then, a contrastive loss Lcount is computed to enforce

that the similarity score of the image is high with the origi-
nal caption and low with the counterfactual caption:

Lcount “ ´
1

N

N
ÿ

k“1

log
exppeik ¨ etkq

exppeik ¨ etkq ` exppeik ¨ etCF
k q

(2)
Since the original ground truth caption and counter-

factual caption differ only by the number of objects spec-
ified in them, this loss encourages the model to learn the
relationship between the specified spelled number and the
number of the objects it refers to.

We use the negative samples only in the counting objec-
tive Lcount, instead of adding them to the batch for the con-
trastive loss LCLIP in order to better weight their effect.

4. “CountBench” – an evaluation benchmark
We introduce a new object-counting evaluation bench-

mark called CountBench. This benchmark was automat-
ically curated (and manually verified) from the publicly
available LAION-400M image-text dataset [45]. Count-
Bench contains a total of 540 images containing between
2 and 10 instances of a particular object, where their corre-
sponding captions reflect this number. This benchmark is
used only for testing and evaluation. CountBench has no
overlap with our training set C.
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Figure 3: Confusion matrices on CountBench. Classi-
fication accuracy on CountBench, broken down into con-
fusion matrices for the public CLIP ViT-L/14 (a), and our
counting-aware CLIP ViT-L/14 model (b), demonstrating
clear quantitative superiority of our model.

The images in CountBench were obtained by running our
automatic filtering method described in Sec. 3.1 on the en-
tire LAION-400M dataset. The filtering pipeline includes
applying an object detector, whose benefits are twofold:
(i) it facilitates verification of the object count specified in
the caption, and (ii) it ensures that the counted objects are
visible and detectable. The latter is important since bench-
marks that do not disentangle the problem at hand from
other challenges (e.g. occlusions and low resolution) may
not reflect the performance on the actual task, since the dif-
ficulty can often stem from unrelated factors [14].

This filtering produced over 158K images for the num-
ber “two”, but only around 100 images for “ten”, demon-
strating again the severe number imbalance we encountered
with our training set. After automatically balancing each
number to 100-200 samples each, the entire dataset was
manually verified to contain only pairs in which the spelled
number in the caption matches the number of clearly visi-
ble objects in the image. The dataset was rebalanced after
this stage, ending up with 60 image-text pairs per number
P t“two”, .., “ten”u, 540 in total. Samples from the dataset
can be seen in Fig. 4.

We use the CountBench benchmark to evaluate the
counting abilities of the models trained with our method in
Sec. 5.

5. Experiments

We thoroughly evaluate our method, both quantitatively
and qualitatively, on object counting-related tasks using
our CountBench benchmark. We further validate that
the performance of our counting-aware models on a va-
riety of general zero-shot classification benchmarks is re-
tained [8, 13, 15, 16, 19, 20, 21, 26, 33, 42, 55]. To gain a
better understanding of our models, we show visualizations

“two zebras in 
Cape Town”

“three purebred 
chihuahuas running…”

“...four antique pink and 
purple armchairs”

“vintage silver plate 
tablespoons… set of six”

“seven Chewy Peanut 
Butter Cookies…”

“…eight colorful bright 
shiny red apples…”

“The view of the nine 
leftmost moai…”

“All ten Christmas 
Poinsettia…”

“GT's five favourite 
Champagnes…”

Figure 4: CountBench benchmark. Sample images and
their corresponding captions from our new CountBench ob-
ject counting benchmark. This benchmark was automat-
ically curated (and manually verified) from the publicly-
available LAION-400M dataset.

of text-image relevancy maps, along with per-word rele-
vancy scores, demonstrating that our model indeed attends
to the number of objects in the image and text. Finally, we
apply our model to text-to-image retrieval and generation,
producing specific numbers of objects more reliably than
baseline models.

5.1. Zero-shot counting accuracy

We evaluate our models and baselines on CountBench
on the task of classifying the number of objects in an im-
age in a zero-shot manner. For each image in CountBench
we augment the existing caption with eight other possible
captions by replacing the number in its caption with all the
numbers P t“two”, . . . , “ten”u, and calculate the similarity
score between the image and each of the nine captions. The
number in the caption that obtains highest similarity score
with the image is considered the predicted number.

Table 1 reports the results of this evaluation on two
prominent contrastive VLMs: CLIP-B/32 and BASIC-S.
We report both the counting accuracy (selection of the cor-
rect number) and the mean deviation of the models’ pre-
dictions from the correct numbers. For each of the archi-
tectures, we compare our model (configuration E) with two
baseline configurations: (A) the official baseline model, and
(B) the baseline model finetuned on our general text-image
dataset used in our implementation, with the standard con-
trastive loss. Comparing the performance of these config-
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CLIP-B/32 BASIC-S

A B C D E A B C D E
Official Internal Ours Ours Ours Official Internal Ours Ours Ours
Baseline Baseline (w/o Lcount) (Naive Filtering) Baseline Baseline (w/o Lcount) (Naive Filtering)

Accuracy Ò 31.67 32.94 44.26 49.81 75.93 17.97 22.75 30.59 28.68 69.02

Mean deviation from
the correct number Ó 1.53 1.44 0.97 1.28 0.49 2.13 2.02 1.29 1.87 0.64

Table 1: Quantitative counting results. Top-1 zero-shot accuracy and the mean absolute distance between the predicted
numbers and the true numbers on CountBench. We compare several configurations: (A) The official CLIP [38] and BA-
SIC [36] models. (B) The official baselines finetuned on our internal curated data. (C) Models trained with our filtered
counting set, without Lcount (D) Models finetuned with Lcount on a naively filtered counting set (E) Our method, which is
significantly superior to all other configurations, both in accuracy and deviation from correct number.

CLIP-B/32 BASIC-S

Official Internal Ours Official Internal Ours
Baseline Baseline Baseline Baseline

ImageNet 62.93 64.97 64.06 59.70 61.96 61.18
CIFAR10 63.91 61.00 60.65 76.22 84.69 84.05
CIFAR100 33.10 32.49 33.56 45.35 56.80 55.89
Caltech101 75.99 82.50 82.36 78.16 81.03 81.05
EuroSAT 45.23 41.66 37.69 28.39 45.82 45.97
Food101 83.08 80.72 80.53 77.08 77.80 77.06
ImageNetA 31.85 30.85 29.81 17.65 22.55 21.68
ImageNetR 69.38 70.17 70.30 67.11 67.68 66.95
ImageNetV2 55.65 56.56 56.62 52.22 54.35 53.60
Oxford Pets 87.35 87.74 87.41 80.62 85.15 84.87
Oxford Flowers 66.14 65.73 67.39 64.74 66.40 65.90

Table 2: Zero-shot accuracy on common benchmarks.
We compare the zero-shot accuracy of our method and base-
lines on a variety of popular benchmarks. As seen, our
method preserves the performance of the original model.

urations allows us to quantify the effect of using our own
large-scale text-image dataset, which differs from the origi-
nal unpublished data the models were trained on.

As can be seen, our method (E) achieves significantly su-
perior counting accuracy compared to the baselines (A, B),
attaining 2–3ˆ higher counting accuracy and more than 3ˆ

lower mean deviation from the correct number. Results for
different categories in CountBench are reported in App. 1.

Tab. 1 also contains an ablation of the two components of
our method: filtering a counting training set and finetuning
with an additional loss Lcount. Models with configuration
C are finetuned on the filtered subset with no counting loss.
The large gap in accuracy on CountBench between config-
urations C and E shows the importance of our loss for the
improvement in counting abilities. Models with configura-
tion D are finetuned with the counting loss Lcount on an al-
ternative counting subset, which consists of all the samples
that contain spelled numbers P t“two”, .., “ten”u without
additional filtering. The significant difference in counting
accuracy between configurations D and E demonstrates the
importance of our restrictive filtering pipeline, as both con-
figurations are finetuned with Lcount over the samples from
a dedicated counting training set. As can be seen in Tab. 1,
while the naively filtered data does improve performance

“Two ducks”“Two ducks”
0.45 0.550. 23 0.77

OursCLIPInput Image

“Four cards”“Four cards”
0.43 0.570.30 0.70

“Three pumpkins”“Three pumpkins”
0.45 0.550.16 0.84

Figure 5: Relevancy maps of both image and text. Vi-
sualization of the relevancy maps of both image and text,
which represent, for each patch in the image and token in
the text, how important it is to the prediction. Using our
counting-aware CLIP model, the relevancy of the number
(e.g., “four”) in the text is increased. In addition, the model
focuses on areas in the image that are relevant for counting.

over a baseline trained without a dedicated counting subset,
the obtained results are still significantly lower than those
produced by our model. We attribute this gap in perfor-
mance to mislabeled training samples in the naively filtered
data, which are absent from our counting training set C due
to our filtering pipeline.

Confusion matrices for the counting evaluation de-
scribed above are shown in Fig. 3. For this experiment, we
compare a public CLIP-L/14 model against our counting-
aware version of it. As can be seen, our counting-aware
CLIP model is significantly superior to the baseline across
all numbers. It is worth noting that the baseline CLIP per-
forms reasonably well for numbers within the subitizing
range (2 ´ 4), but fails on larger numbers. This supports
our claim that curated image captions with numbers beyond
this range are rare, since specifying them requires manually
counting the objects.
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Figure 6: Relevancy maps for similarity between the im-
age and different numbers. We compare the relevancy
map of the input image with text prompts of several num-
bers (i.e. four to six) for both the baseline CLIP and our
counting-aware CLIP. Our model focuses on the five stars
when calculating the similarity with the prompt “five”.

5.2. Count-based image retrieval

We consider the task of text-to-image retrieval where the
text explicitly describes the desired count of objects. To
obtain a diverse dataset that consists of varied numbers of
objects, yet facilitates retrieval in reasonable time, we split
the public LAION-400M dataset [45] into coarse categori-
cal subsets by filtering samples where the caption contains a
certain word (e.g., “dogs”, “animals”, “cars”), and perform
retrieval on each of these subsets separately.

For each category, we use the caption “a photo
of ănumberą ăobjectsą” where number P

t“two”, .., “ten”u (e.g. “a photo of six dogs”). For
each caption, we retrieve the three images in the dataset
that are predicted by the model to be most similar to the
caption. Note that since there are no ground truth labels
for the counts of objects, we present qualitative results.
Fig. 7 shows the retrieved images using the original CLIP
model and our counting-aware CLIP model. An extended
figure can be found in the supplementary. As can be seen,
when the requested number is larger than three, the images
retrieved by the baseline model often depict arbitrary num-
bers of objects. Additionally, the baseline often retrieves
the same images for several different requested numbers.
This further implies that the baseline model mostly focuses
on the existence of the described object in the image, and
ignores the number in the caption. In contrast, our results
depict accurate object counts in most cases.

5.3. Performance on non-counting classification

To verify that our counting-aware models preserve the
powerful image-text representation capabilities of the orig-
inal models, we evaluate the zero-shot performance of our
models on a variety of common classification benchmarks.
Table 2 reports the zero-shot accuracy of our counting aware
models against the baselines (corresponding to configura-
tions A, B in Tab. 1). As can be seen, our models maintain
similar overall accuracy. Additionally, comparing the offi-
cial baseline and the internal baseline indicates that finetun-
ing the models on our general text-image datasets leads to
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Figure 7: Top-3 count-based image retrieval Text-to-
image retrieval results for different counts of shirts, ordered
from left to right according to their similarity score (de-
scending). Images that match the caption are marked with
✓ and images that do not match it are marked with ✗. Ex-
tended results are in the supplementary.

only a slight shift in the accuracy of the models on common
benchmarks. An additional evaluation on the task of general
zero-shot image retrieval is reported in the supplementary.

5.4. Relevancy map visualization

To gain a better understanding of what our model learns,
we use the explainability method of Chefer et al. [10] to
visualize relevancy maps, which indicate the importance of
different parts of the text and image to the model’s similarity
score prediction. Fig. 5 displays the normalized relevancy
maps of several image-text pairs. Examining the relevancy
maps of the text, it is apparent that the relevancy score of
the spelled number in the caption is significantly higher for
our model than the baseline model, which suggests that our
model concentrates more on the mentioned number than the
original one. Additionally, examining the relevancy maps
of the images, it is evident that our model focuses on all
pertinent objects in the image, whereas the original model
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”{} colorful tulips” ”{} lamps”

“one” “two” “three” “four” “five” “one” “two” “three” “four” “five”

“six” “seven” “eight” “nine” “ten” “six” “seven” “eight” “nine” “ten”

Figure 8: Generated samples with Imagen using our counting-aware CLIP as backbone. The Imagen model benefits
from the counting-aware representations produced by the our CLIP model, and is able to generate images that accurately
follow the amounts specifies in the captions.

primarily identifies a single instance of the described object.
To verify that our model does not simply attend to all ob-

jects that appear in the image, we examined the relevancy
maps in Fig. 6 using negative prompts (i.e. “four” when
there are five elements in the image). Our model focuses
only on relevant objects when the correct number is used,
unlike the baseline CLIP that highlights all object types in
the image. This demonstrates that our model learns to asso-
ciate the number in the caption with the suitable number of
objects, and does not exploit shortcuts or undesired content.

5.5. Count-based text-to-image generation

Text-to-image generative models that rely on CLIP for
representations, are known to inherit its limitations [43, 52],
thus fail to reliably produce specific counts of objects. In or-
der to demonstrate the effectiveness of our counting-aware
model for downstream image generation tasks, we train an
Imagen [43] model conditioned on the textual embeddings
of a pretrained CLIP-L/14, and another Imagen model con-
ditioned on our counting-aware version of this model. To
compare our model and the baseline, we synthesize 12 sam-
ples for each prompt in the counting category of the Draw-
Bench benchmark [43]. For each sample, we check whether
or not it contains the requested number of objects, as stated
in its prompt.

The Imagen model trained with the baseline CLIP
achieves a binary accuracy of 24.12%, while the Imagen
trained with out counting-aware model reaches 40.35% ac-
curacy. See the supplementary for additional evaluations.

Performance on non-counting image generation: To
verify that the generation quality is preserved for non-
counting captions, we conducted a user study. We presented
52 participants with 20 pairs of images, each containing one
image generated with an Imagen model trained with the
baseline CLIP, and one with our counting-aware CLIP as
backbone. The same random prompt from COCO [28] and
seed were used for each pair. Participants were asked which
image is better in terms of quality and realism. 54.7% of rat-
ings favored our images, suggesting that our model does not
degrade generation quality on general text captions.

5.6. Limitations

Our method is limited by the insufficient existence of
training data with images containing multiple instances of
an object, along with a corresponding caption that correctly
spells out this information. The effect of this data scarcity
on our method increases with larger numbers (7, 8, etc.), as
people tend to use “a group of” or “many” for large num-
bers of objects, instead of gruelingly counting them. Fur-
thermore, many of the correct training pairs with higher
numbers that do exist, contain relatively simplistic 2D col-
lections of objects, as opposed to objects in a real-world
scene. This is also the reason why our current method
teaches CLIP to count only up to ten. Mitigating the above-
mentioned data limitations, and generalizing to counting be-
yond 10, can possibly be achieved by concatenating multi-
ple images with smaller numbers of objects. This will re-
sult in new training examples with more than ten natural-
looking objects, and is part of our future work.

6. Conclusions
We present the first method to enhance VLMs with

counting capabilities, while maintaining their overall per-
formance on common benchmarks. This is an essential step
towards enabling more accurate text-based image retrieval,
classification and generation. A new counting-based con-
trastive loss is used to finetune a pre-trained VLM in tan-
dem with its original objective. Our counting loss is de-
ployed over automatically-created counterfactual examples,
each consisting of an image and a caption containing an in-
correct object count. We demonstrate a significant improve-
ment over state-of-the-art baseline models in multiple tasks
(classification, retrieval and generation) on several differ-
ent datasets. Furthermore, we introduce CountBench – a
new image-text counting benchmark for evaluating VLMs’
object counting capabilities. This new benchmark contains
in-the-wild images and captions, where the object counts
are specified in the captions. Finally, our approach is not
specific to counting, and can be generalized to other com-
positional concepts that VLMs fail to learn.
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