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Abstract

Existing text-to-image generation approaches have set high standards for photorealism and text-image correspondence, largely benefiting from web-scale text-image datasets, which can include up to 5 billion pairs. However, text-to-image generation models trained on domain-specific datasets, such as urban scenes, medical images, and faces, still suffer from low text-image correspondence due to the lack of text-image pairs. Additionally, collecting billions of text-image pairs for a specific domain can be time-consuming and costly. Thus, ensuring high text-image correspondence without relying on web-scale text-image datasets remains a challenging task.

In this paper, we present a novel approach for enhancing text-image correspondence by leveraging available semantic layouts. Specifically, we propose a Gaussian-categorical diffusion process that simultaneously generates both images and corresponding layout pairs. Our experiments reveal that we can guide text-to-image generation models to be aware of the semantics of different image regions, by training the model to generate semantic labels for each pixel. We demonstrate that our approach achieves higher text-image correspondence compared to existing text-to-image generation approaches in the Multi-Modal CelebA-HQ and the Cityscapes dataset, where text-image pairs are scarce. Codes are available at https://pmh9960.github.io/research/GCDP.

1. Introduction

Text-to-image generation aims to materialize text descriptions into images, where the main challenge comes from ensuring high image quality and correspondence between input text and output images. While texts convey intuitive semantic depictions of images, they often lack detailed spatial descriptions. For example, text descriptions such as “A woman is wearing earrings,” do not describe where the earrings are located within the image. Thus, when a small number of text-image pairs are given, it is challenging for a generative model to learn what part of the image corresponds to which words in the text.

Overcome this hurdle, recent text-to-image generation approaches [28, 29, 31, 32] leverage web-scale text-image datasets [29, 33] containing up to 5 billion text-image pairs. With access to such data, generative models can fully learn the correspondence between input texts and output images and synthesize photorealistic images while properly reflecting text descriptions.

However, the cost of such large-scale training remains a major obstacle, often requiring weeks of training even with hundreds of GPUs, which limits participation in the subject to only a few researchers. Moreover, when generating images in a specific domain, such as faces or urban scenes, collecting billions of text-image pairs can be challenging due to the difficulties in collecting images. Even with a general-purpose pretrained model, finetuning on datasets with large domain gaps (e.g., urban scenes or medical images) leads to poor image quality and low text-image correspondence. Recent text-to-image models trained on specific domains often fail to reflect text conditions in the absence of web-scale text-image pairs. To examine the issue in data-scarce scenarios, we evaluate text-to-image generation models trained on a subset of the Multi-Modal CelebA-HQ [17, 22] dataset.

As shown in Figure 1, existing models struggle to generate certain attributes specified in the given text conditions. Thus, ensuring high text-image correspondence remains a
In this paper, we present a novel approach to achieve high text-image correspondence for domain-specific text-to-image generation by leveraging semantic layouts. Rather than solely generating images based on text descriptions, we propose to concurrently generate both images and their corresponding semantic layouts. To this end, we design a Gaussian-categorical diffusion process that models the joint distribution of image-layout pairs. To the best of our knowledge, this is the first approach to combine Gaussian and categorical diffusion processes into a unified diffusion process.

By generating semantic labels for each pixel in the image, our generative model can learn the semantics of different parts of the image, allowing it to effectively learn which text descriptions correspond to which locations in the image, even with limited text-image pairs.

We experiment our approach on subsets of the Multi-Modal CelebA-HQ [19, 22] to simulate cases where text-image pairs are limited and semantic layouts are available. We also add text descriptions to the Cityscapes dataset [6] to evaluate text-to-image generation in complex scenes with multiple objects, where learning text-image correspondence can be challenging. Our experiments and analyses reveal that modeling the joint image-layout distribution can effectively facilitate text-to-image generation models to achieve high text-image correspondence when web-scale text-image pairs are unavailable. We also demonstrate potential applications of the Gaussian-categorical diffusion models in semantic image synthesis and semantic segmentation, through cross-modal outpainting.

Our contributions are threefold:

- We define a Gaussian-categorical diffusion process for modeling joint image-layout distributions, which is the first approach to unify two diffusion processes for image-layout generation.
- Our experiments reveal that generating image-layout pairs can be a practical alternative to increase text-image correspondence in circumstances where collecting web-scale text-image pairs is infeasible.
- We present cross-modal outpainting, which demonstrates that Gaussian-categorical diffusion models are also capable of modeling conditional distributions for semantic image synthesis and semantic segmentation.

2. Related work

Text-to-image generation. Text-to-image generation [39, 40, 42, 43] have consistently advanced over the years benefitting from large pretrained text encoders [27, 29] and generative models [8, 12, 29]. Recent approaches [25, 28, 31, 32] tackle zero-shot text-to-image generation by training diffusion-based generative models on web-scale text-image datasets, such as the LAION-5B [33] or the DALL-E dataset [29], which scale from 250M to 5B text-image pairs. While zero-shot text-to-image generation can synthesize realistic images given general text descriptions, these approaches heavily rely on the large number of text-image pairs used for training to achieve high text-image correspondence. Thus, when these models are trained on specific datasets (e.g., MM CelebA-HQ [17, 19, 22, 38]) to generate images within a certain domain, they often fail to satisfy the given text conditions as seen in Figure 1. Collecting enough text-image pairs for a specific domain to ensure high text-image correspondence may be overly expensive since obtaining text descriptions often require human captioning. In this paper, we present an alternative approach for enhancing text-image correspondence without additional text-image pairs by leveraging semantic layouts.

Generating image-layout pairs. Modeling the joint image-layout distribution $p(x, y)$ is an emerging field in image synthesis, where the goal is to generate both the image $x$ and the corresponding semantic layout $y$. For the purpose of training semantic segmentation models with strong data augmentation, DatasetGAN [41] and Dataset-DDPM [3] represent the joint image-layout distribution as a composition of two models: an image generation model $p(x)$ and a classifier $p(y | x)$. During inference, the internal representations of $p(x)$ (i.e., feature maps) are used as inputs of $p(y | x)$, which then classifies each pixel to obtain an image-layout pair.

On the other hand, SB-GAN [2] and Semantic Palette [18] discover that joint modeling of the image-layout distribution can be advantageous for generating complex scenes. Specifically, they decompose the generation process into two steps, a layout generation step $p(y)$ followed by a conditional image generation step $p(x | y)$ given the generated layout. The authors argue that generating layouts with appropriate class proportions can effectively facilitate the scene generation process.

SemanticGAN [20] models $p(x, y)$ with a single GAN [8] in the pursuit of semantic segmentation with out-of-domain generalization. The results demonstrate that images and layouts can exhibit high alignment when generated through a single model.

In this work, we propose a Gaussian-categorical diffusion process to model $p(x, y)$ with a single diffusion process. Our joint image-layout generation model is extended...
to the text-to-image generation task, where we achieve high text-image correspondence without requiring web-scale text-image datasets. Specifically, we provide analyses demonstrating that our model is aware of the semantics of the generated image and properly reflects the text conditions.

**Diffusion process in arbitrary domains.** Diffusion models [7, 12, 24, 35] synthesize data \( x_0 \) in an iterative manner by repeatedly denoising pure noise \( x_T \). In image generation, the forward noising process \( q(x_t \mid x_{t-1}) \) and the reverse denoising process \( p_\theta(x_{t-1} \mid x_t) \) are defined using a predefined noise schedule \( \beta_t \),

\[
q(x_t \mid x_{t-1}) := \mathcal{N}(x_t; \sqrt{1 - \beta_t} x_{t-1}, \beta_t I),
\]

\[
p_\theta(x_{t-1} \mid x_t) := \mathcal{N}(x_{t-1}; \mu_\theta(x_t), \sigma_t^2 I),
\]

where \( t \in [1, 2, ..., T] \).

Since the true reverse process \( q(x_{t-1} \mid x_t) \) is intractable, the reverse process is approximated by minimizing the KL divergence with the posterior \( q(x_{t-1} \mid x_t, x_0) \) with

\[
L_t = D_{KL}(q(x_{t-1} \mid x_t, x_0) \| p_\theta(x_{t-1} \mid x_t)).
\]

To extend diffusion processes to categorical data [1, 15] such as text or semantic labels, a categorical noise is defined for the forward process, and the denoising diffusion process is constructed in a similar manner. For instance, Hoogeboom et al. [15] defines a categorical noise as

\[
q(x_t \mid x_{t-1}) := \mathcal{C}(x_t; (1 - \beta_t)x_{t-1} + \beta_t),
\]

\[
p_\theta(x_{t-1} \mid x_t) := \mathcal{C}(x_{t-1}; \Theta_\theta(x_t)),
\]

where \( \mathcal{C} \) denotes a categorical distribution, \( K \) is the number of categories, and \( \Theta \) is the probability mass function (PMF) of the categorical distribution.

The key idea for defining a diffusion process in a certain distribution is to define a forward noising process \( q(x_t \mid x_{t-1}) \) and derive a posterior \( q(x_{t-1} \mid x_t, x_0) \). In the following section, we define the forward and reverse processes of the Gaussian-categorical distribution, which can model the joint distribution of image-layout pairs.

---

**3. Method**

### 3.1. Gaussian-categorical distribution

In this section, we define the joint distribution of the Gaussian variable \( X \) and categorical variable \( Y \). We parameterize the Gaussian-categorical distribution as follows,

\[
(X, Y) \sim \mathcal{NC}(x, y; \mu, \Sigma, \Theta),
\]

\[
X = [X_1, X_2, ..., X_N] \in \mathbb{R}^N,
\]

\[
Y = [Y_1, Y_2, ..., Y_M] \in \{1, 2, ..., K\}^M \subset \mathbb{R}^M,
\]

\[
\mu \in \mathbb{R}^{S \times N}, \Sigma \in \mathbb{R}^{S \times N \times N}, \Theta \in \mathbb{R}^{M \times K}.
\]

Here, \( \mu, \Sigma \) are the mean and variance of the Gaussian distribution, and \( \Theta \) is the probability mass function (PMF) of the categorical distribution. Also, \( K \) is the number of possible states for \( Y \) and \( S = K^M \) is the total number of states of \( Y \). It is worth noting that the dimensions of \( \mu \) and \( \Sigma \), which indicates that there is a Gaussian mean and variance for all possible categorical states in \( Y \).

The joint distribution of two random variables can be written as a product of a conditional and marginal distribution. Therefore, we can also express the Gaussian-categorical distribution as

\[
\mathcal{NC}(x, y; \mu, \Sigma, \Theta) = \mathcal{C}(y; \Theta) \cdot \mathcal{N}(x; \mu_y, \Sigma_y)
\]

\[
\mu_y \in \mathbb{R}^N, \Sigma_y \in \mathbb{R}^{N \times N}.
\]

The probability density function (PDF) can be written as a weighted Gaussian distribution for each unique \( y \in \{1, 2, ..., K\}^M \) as

\[
\mathcal{NC}(x, y; \mu, \Sigma, \Theta) = \left( \prod_{i=1}^{M} \Theta_i(y_i) \right) \frac{1}{(2\pi)^{\frac{N}{2}} |\Sigma_y|^{-\frac{1}{2}}} \exp \left( -\frac{1}{2}(x - \mu_y)^\top \Sigma_y^{-1} (x - \mu_y) \right)
\]

where \( \Theta_i(y_i) \) denotes the probability of \( Y_i = y_i \), and \( \mu_y, \Sigma_y \) indicates the mean and variance corresponding to state \( y \), respectively.
3.2. Gaussian-categorical diffusion process

Similar to the diffusion process for images, we define our reverse process of image-layout distributions as a Gaussian-categorical transition with a Markov property. Specifically, we define the transition probability \( p_\theta (z_{t-1} \mid z_t) \) as

\[
p_\theta (z_{t-1} \mid z_t) := \mathcal{N} (\mu_t (z_t), \Sigma_t (z_t), \Theta_t (z_t)),
\]

where \( z \) represents the tuple \((x, y)\) for simplicity.

We define the forward process of image-layout pairs \( z_0 \) under the Markov assumption as

\[
q (z_t \mid z_{t-1}) := \mathcal{N} \left( z_t; \left[ \mu_{t|t-1} \right]_{x_S}, \left[ \Sigma_{t|t-1} \right]_{x_S}, \Theta_{t|t-1} \right),
\]

where \( \beta_t \) and \( \beta_{t'} \) are predefined noise schedules. We use the notation \([v]_{x_S}\) to indicate row-wise duplication of a vector \( v \) (i.e., \([v, v, \ldots, v]_{x_S}\)).

Intuitively, the forward process is defined as independently applying the Gaussian and categorical noises following a normal distribution \( \mathcal{N}(0, I) \) and a categorical distribution with uniform probability \( \mathcal{C}(1/K) \), according to predefined noise schedules \( \beta_{t'}, \beta_t \). Given a large \( T \) and appropriate noise schedules, the forward process leads to an isotropic Gaussian distribution and a uniform categorical distribution at the final state \( z_T \).

With \( \alpha_t := 1 - \beta_t \) and \( \alpha_{t'} := \prod_{s=1}^{t'} \alpha_s \), we can derive a forward process to an arbitrary timestep

\[
q (z_t \mid z_0) = \mathcal{N} \left( z_t; \left[ \mu_{t|0} \right]_{x_S}, \left[ \Sigma_{t|0} \right]_{x_S}, \Theta_{t|0} \right),
\]

Finally, using Bayes theorem, we can derive the posterior \( q (z_{t-1} \mid z_t, z_0) \), which is summarized into the following form of a Gaussian-categorical distribution

\[
q (z_{t-1} \mid z_t, z_0) = \mathcal{N} \left( z_{t-1}; \left[ \tilde{\mu}_t \right]_{x_S}, \left[ \tilde{\Sigma}_t \right]_{x_S}, \tilde{\Theta}_t \right),
\]

where \( \tilde{\mu}_t := \sqrt{\alpha_{t-1}} \beta_t \sqrt{1 - \beta_t} x_0 + \sqrt{\alpha_t} (1 - \alpha_{t-1}) x_t \),

\( \tilde{\Sigma}_t := (1 - \alpha_{t-1} \beta_t / (1 - \alpha_t)) I \),

\( \tilde{\Theta}_t := ZC \left[ (\alpha_t y_0 + (1 - \alpha_t) / K) \circ (\alpha_{t-1} y_0 + (1 - \alpha_{t-1}) / K) \right] \),

where \( Z \) is a normalizing constant and \( \circ \) is the element-wise product. Detailed proofs for each step are provided in the appendix.

Note that parameters \( \mu \) and \( \Sigma \) of the posterior are expressed in terms of \( \tilde{\mu}_t \in \mathbb{R}^N \) and \( \tilde{\Sigma}_t \in \mathbb{R}^{N \times N} \), which have a reduced dimensions than the original parameters in Equation (6). This is due to the definition in Equation (10), where the Gaussian noise is applied independently of the categorical variable.

We can write the variational lower bound (VLB) as

\[
L_{VLB} := L_0 + L_1 + L_2 + \ldots + L_T,
\]

where

\[
L_{t-1} := D_{KL} (q (z_{t-1} \mid z_t, z_0) \parallel p_\theta (z_{t-1} \mid z_t)),
\]

Thus, we can predict a reduced number of parameters to minimize the KL divergence term in Equation (15),

\[
D_{KL} (q (z_{t-1} \mid z_t, z_0) \parallel p_\theta (z_{t-1} \mid z_t)) = \mathbb{E}_q \left[ \frac{1}{2 \sigma_t^2} \| \tilde{\mu}_t - \tilde{\mu}_t (z_t) \|^2 \right] + D_{KL} (\tilde{\Theta}_t \parallel \Theta_\theta (z_t)) + C,
\]

where \( C \) is a constant irrelevant to learnable parameters \( \theta \). \( L_0 \) is directly minimized through a closed-form solution and \( L_T \) does not involve any learnable parameters.

3.3. Architectural design

In order to treat image-layout pairs as a single data sample, we embed the semantic layouts (i.e., one-hot vectors) into 3-channel vectors via learnable parameters and concatenate them with images along the channel dimension \((z \in \mathbb{R}^{N \times N \times 3})\). We adopt the U-Net [24] and the Efficient U-Net [32] following existing diffusion models and modify the input/output channels for image-layout input/outputs. For text conditioning, we utilize the T5-L [27] text encoder and condition the U-Net model similarly to Imagen [32].

We follow the cascaded diffusion [13] framework to generate high-resolution image-layout pairs, which involves a sequence of an image generation model followed by a super-resolution model. We find that resizing layouts to a small resolution (e.g., 64 × 64) often damages the integrity of semantic labels due to nearest-neighbor sampling on extreme scales. Thus, we generate 128 × 128 resolution images and then upsample to 256 × 256 resolution with a Gaussian-categorical super-resolution model. The super-resolution model upsamples both images and layouts following the Gaussian-categorical diffusion. We adopt the classifier-free guidance on both the generation model and the super-resolution model.
4. Experiments

4.1. Text-image datasets

Multi-Modal CelebA-HQ. MM CelebA-HQ [17, 22, 38] is a collection of different annotations for the 30,000 images in the CelebA-HQ dataset [17, 22], including text descriptions, face attribute labels, and part-level segmentation labels. Part-level segmentation labels consist of 19 different classes (K = 19) including all facial components and accessories. To train the Gaussian-categorical diffusion model, we use both the segmentation labels and the text descriptions provided in the dataset. We also construct subsets of the data, MM CelebA-HQ-25 and MM CelebA-HQ-50, by randomly selecting 25% and 50% of the images, respectively, to simulate data-scarce scenarios. We train and evaluate our models on 256 × 256 resolution images.

Cityscapes. Cityscapes [6] is an urban scene dataset with 3475 image-layout pairs of complex scenes containing multiple objects, including 20 different semantic classes (K = 20). To add text descriptions to each image, we list the class names in the following format:

“An image of an urban scene with \{classes\}.”

where classes are the unique class names in the corresponding semantic layout. The Cityscapes dataset presents a challenging domain for generating realistic images due to the limited number of available images and the diverse object locations in urban scenes. Since Cityscapes images have a unique aspect ratio of 2:1, we generate 512 × 256 resolution images. We include example text-image pairs in Figure 2.

4.2. Implementation details

For synthesizing image-layout pairs, N and M are equally set to the number of pixels in the image. Although the Gaussian-categorical diffusion process allows different noise schedules \(\beta^N\) and \(\beta^C\) for images and layouts, we set both schedules to the cosine schedule [24]. We provide experiments on the effect of different noise schedules for \(\beta^C\) in the supplementary section. We set \(T = 1000\) and sample with 100 timesteps using the accelerated sampling technique [35].

4.3. Evaluating text-to-image generation

Text-to-image generation models are evaluated from two perspectives, image fidelity and text-image correspondence. We use the Fréchet Inception Distance (FID) [10] to measure the image fidelity. After the release of CLIP [26], the CLIP score [9] is often used to evaluate text-image correspondence for text-to-image generation. However, the CLIP score is known to have poor generalization abilities [26] when evaluating scenes with large domain gaps (i.e., Cityscapes) and also lacks interpretability in terms of understanding what element in the image causes a low or high CLIP score. In order to compensate for this drawback, we propose Semantic Recall to precisely measure the text-image correspondence for Cityscapes generation.

Semantic Recall. The Semantic Recall is analogous to the Semantic Object Accuracy (SOA) [11], which evaluates the generation of specific objects in text-to-image generation by utilizing pretrained object detectors. In our work, we use a pretrained semantic segmentation model [37] to detect the
presence of classes described in text conditions. We determine that a class is detected in a generated image if it appears in the segmentation layout. The ground-truth classes for each image are identified by searching for class names in text descriptions. For example, an image generated with the text description “An urban scene with cars, roads, and traffic signs.”, would be evaluated with the existence of cars, roads, and traffic signs. Therefore, we compute the Semantic Recall as the average ratio of correctly detected classes in the generated image to the total number of classes in the ground-truth layouts,

\[
\frac{1}{|G|} \sum_{x_i, y_i \in G} \frac{|\text{Classes in } F(x_i) \cap \text{Classes in } y_i|}{|\text{Classes in } y_i|},
\]

where \(G\) is the set of generated image-layout pairs \((x_i, y_i)\) and \(|·|\) indicates the cardinality of a given set. \(F(·)\) is the pretrained semantic segmentation model [37].

**Baselines.** We compare our approach with state-of-the-art performing diffusion-based models, Imagen [32] and the latent diffusion model (LDM) [31]. We also train a high-performing GAN-based approach Lafite [42] trained on MM CelebA-HQ and Cityscapes. For training LDM, we utilize the pretrained autoencoder from the Stable Diffusion project. Diffusion-based approaches utilize the classifier-free guidance [14] to control the performance trade-off between text-image correspondence and image fidelity. Thus, for these approaches, we sweep the guidance scale until the text-image correspondence measures saturate and report all FID-Semantic Recall or FID-CLIP score pairs.

**Evaluation on Cityscapes.** For the Cityscapes dataset [6], we report the FID and Semantic Recall performance trade-off and also provide detailed recall scores for each class in Figure 6. Given the small number of text-image pairs (3475 pairs), existing text-to-image models face challenges in learning the text-image correspondence and achieving high text-image correspondence. However, the Gaussian-categorical diffusion effectively generates complex Cityscapes scenes while maintaining high Semantic Recall even with limited data. Additionally, the model achieves high recall rates for minor classes, such as the bicycle or the motorcycle class, which only constitute a small portion of the dataset. This indicates that generating semantic labels for each pixel facilitates the model to establish high text-image correspondence, especially for underrepresented classes.

**Evaluation on MM CelebA-HQ.** We further evaluate our method on the MM CelebA-HQ-25, 50, and 100, and report the FID-CLIP scores for each dataset. As shown in Figure 7, the Gaussian-categorical diffusion consistently outperforms existing text-to-image approaches at datasets with varying numbers of text-image pairs, exhibiting low FIDs and a high CLIP scores. We provide qualitative results of the Gaussian-categorical diffusion in Figure 5 and also compare the results with existing approaches in the supplementary material.

**4.4. Analyzing the internal representations**

In order to visualize the advantages of jointly generating image-layout pairs, we train a Gaussian diffusion model which generates images without corresponding semantic layouts. Then, we collect the internal features from the two models at different timesteps and cluster the features in an unsupervised manner with K-means clustering. As shown in Figure 8, the internal features of the Gaussian-categorical model form distinct clusters that correspond to different facial regions. Specifically, the internal features of the Gaussian-categorical diffusion model form clusters even in the early stages of generation \((t = 800)\), correctly distinguishing hair, glasses and the background region.
Figure 7. FID-CLIP score pairs for text-to-image generation models on different subsets of the MM CelebA-HQ dataset. The CLIP scores are measured with the ViT-L/14-336 model. The guidance scale is swept starting from 1 until saturation.

Image

<table>
<thead>
<tr>
<th>Methods</th>
<th>FID ↓</th>
<th>mIoU ↑</th>
<th>FSD ↓</th>
</tr>
</thead>
<tbody>
<tr>
<td>GANformer [16]</td>
<td>24.86</td>
<td>-</td>
<td>481.5</td>
</tr>
<tr>
<td>DatasetDDPM [3]</td>
<td>55.38</td>
<td>33.88</td>
<td>90.31</td>
</tr>
<tr>
<td>Semantic Palette [18]</td>
<td>52.13</td>
<td>53.17</td>
<td>48.29</td>
</tr>
<tr>
<td>Ours</td>
<td>20.36</td>
<td>65.80</td>
<td>42.22</td>
</tr>
</tbody>
</table>

Table 1. Image-layout alignment and FID of different Image-layout generation approaches for scene generation in the Cityscapes [6] dataset.

The results reveal that the Gaussian-categorical diffusion model is highly aware of the semantics of the image during the generation process. This characteristic is advantageous in scenarios where a generative model needs to learn how to match specific parts of the image with corresponding input text descriptions, as the model is capable of understanding the semantic structure of the image. As such, training a Gaussian-categorical diffusion is a promising approach for achieving high correspondence between text descriptions and image pixels, particularly when there is a scarcity of text-image pairs available.

4.5. Image-layout fidelity and alignment

In this section, we evaluate whether generated images and layouts closely model the real distribution, and whether the generated pairs are semantically aligned. Following Semantic Palette [2, 18] we evaluate the image-layout alignment using the mean intersection over union (mIoU) between the generated layouts and the segmentation labels predicted by a pretrained HRNet [37]. Additionally, we use the Fréchet Segmentation Distance (FSD) [4], which replaces the Inception-V3 [36] features in the FID score [10] to pixel counts for each class, to evaluate the quality of generated layouts. Similar to the FID score, a low FSD indicates that the class distributions are close to the real distribution.

We compare our results with existing unconditional image-layout generation approaches [3, 18] on the Cityscapes dataset. Additionally, we introduce a simple baseline (i.e., GANformer [16]) for image-layout generation, in which we generate images using a well-trained unconditional image generation model [16] and segment the images using a pretrained segmentation model [37]. Note that we cannot measure the mIoU for this baseline since the semantic layouts are predicted using the same pretrained network.

As shown in Table 1, the Gaussian-categorical diffusion process is highly effective in modeling the joint distribution of images and layouts even for complex urban scenes. By using a unified diffusion process, we are able to generate image-layout pairs that exhibit high alignment, closely resembling the real distribution. The ability of the Gaussian-categorical diffusion to effectively model the joint distribution of images and layouts offers promising avenues for future research in generative modeling. By leveraging the theoretical foundations established by our method, researchers can explore new approaches for dataset generation in a range of domains, from images and audios to semantic layouts and texts.
The Gaussian-categorical diffusion enables text-to-image generation by iteratively denoising the masked region given the known image (i.e., condition image). Specifically, for each timestep $t$, images are inpainted as follows:

$$x_t^{\text{known}} \sim \mathcal{N}(\sqrt{\alpha_t} x_0, (1 - \bar{\alpha}_t) I),$$
$$x_t^{\text{unknown}} \sim \mathcal{N}(\mu_\theta(x_t, t), \Sigma_\theta(x_t, t)), $$
$$x_{t-1} = m \odot x_{t-1}^{\text{known}} + (1 - m) \odot x_{t-1}^{\text{unknown}},$$

where $m$ is the mask for the known image. To ensure consistency between the inpainted regions and known regions, Repaint iterates the denoising process $n$ times for each timestep.

The Repaint technique allows us to use the Gaussian-categorical diffusion model as a text-guided layout-to-image generation model (i.e., semantic image synthesis) by considering the layouts as an image-layout pair with the image part masked. Similarly, we can perform text-guided image-to-layout generation (i.e., semantic segmentation) by masking the layout in the image-layout pair. As shown in Figure 9, the Gaussian-categorical diffusion generates realistic images or layouts conditioned on text descriptions. The results demonstrate that a well-trained Gaussian-categorical diffusion can serve as a generative prior for conditional generation tasks. We describe the algorithm for cross-modal outpainting in the supplementary material.

### 5. Limitation

Although the Gaussian-categorical diffusion offers means for achieving high text-image correspondence without training on web-scale text-image pairs, training a Gaussian-categorical diffusion model requires additional semantic layout annotations of images. However, with the assistance of recent data annotation tools [5, 34], annotating existing data can be a cost-effective option for text-to-image generation in scenarios where obtaining web-scale text-image pairs is costly (e.g., medical images, urban scenes, and aerial images).

We observe that training the Gaussian-categorical diffusion model on the MS-COCO dataset [21] produces poor quality images and layouts. We suspect that this is due to the highly diverse scenes in the COCO dataset, with 171 categories in the semantic layouts. Analyzing the challenges of training on the MS-COCO dataset is a potential area for future research. Nevertheless, we propose an effective approach for text-to-image generation in data-scarce scenarios, where collecting data is expensive and annotating existing images is affordable.

### 6. Conclusion

In this paper, we define the Gaussian-categorical diffusion process to model the joint distribution of image-layout pairs. Our experiments demonstrate that the proposed model can ensure high text-image correspondence for text-to-image generation in specific domains, without relying on web-scale text-image pairs. Our approach outperforms existing approaches in terms of image quality and text-image correspondence.

Our visualizations of the internal representations of the Gaussian-categorical distribution demonstrate that the proposed model is aware of the semantics of the image, bridging the gap between highly semantic text descriptions and image pixels. Additionally, the high image-layout alignment of generated image-layout pairs and the results of cross-modal outpainting show that the model precisely captures the relationship between images and labels.

Overall, the Gaussian-categorical diffusion enables text-to-image models to achieve high text-image correspondence by leveraging semantic labels when trained on a specific domain with limited text-image pairs. Our proposed model can also be utilized as a generative prior for conditional generation tasks, such as text-guided semantic image synthesis and text-guided semantic segmentation.
Acknowledgement

This work was supported by the National Research Foundation of Korea (NRF) grant funded by the Korea government (MSIT) (No. NRF-2022R1A2B5B02001913), Electronics and Telecommunications Research Institute (ETRI) grant funded by the Korean government [22ZS1200, Fundamental Technology Research for Human-Centric Autonomous Intelligent Systems], and the KAIST-NAVER hypercreative AI center.

References

[6] Marius Cordts, Mohamed Omran, Sebastian Ramos, Timo Rehfeld, Markus Enzweiler, Rodrigo Benenson, Uwe Franke, Stefan Roth, and Bernt Schiele. The cityscapes dataset for semantic urban scene understanding. In CVPR, 2016. 2, 5, 6, 7
[27] Colin Raffel, Noam Shazeer, Adam Roberts, Katherine Lee, Sharan Narang, Michael Matena, Yanqi Zhou, Wei Li, and Peter J. Liu. Exploring the limits of transfer learning with a


