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Abstract

Understanding point clouds captured from the real-
world is challenging due to shifts in data distribution
caused by varying object scales, sensor angles, and self-
occlusion. Prior works have addressed this issue by com-
bining recent learning principles such as self-supervised
learning, self-training, and adversarial training, which
leads to significant computational overhead. Toward suc-
cinct yet powerful domain adaptation for point clouds, we
revisit the unique challenges of point cloud data under do-
main shift scenarios and discover the importance of the
global geometry of source data and trends of target pseudo-
labels biased to the source label distribution. Motivated
by our observations, we propose an adapter-guided do-
main adaptation method, PC-Adapter, that preserves the
global shape information of the source domain using an
attention-based adapter, while learning the local charac-
teristics of the target domain via another adapter equipped
with graph convolution. Additionally, we propose a novel
pseudo-labeling strategy resilient to the classifier bias by
adjusting confidence scores using their class-wise confi-
dence distributions to consider relative confidences. Our
method demonstrates superiority over baselines on vari-
ous domain shift settings in benchmark datasets - PointDA,
GraspNetPC, and PointSegDA.

1. Introduction

3D vision has gained considerable attention as an im-
mense amount of 3D data is collected by LiDAR sensors
or depth-sensing cameras in real-world applications such
as autonomous vehicles, surveillance systems, and drones.
In recent years, deep neural networks [15, 16, 22, 28, 17]
have become a de facto approach for understanding un-
ordered 3D point sets (i.e. point cloud data). However, for
the case of point clouds in the wild, deep models inevitably
encounter distributional shift - also known as domain shift
- due to the different object scales, point density, angle of

sensor, object occlusion, etc. This problem makes the mod-
els perform poorly outside the laboratory.

Unsupervised domain adaptation (UDA) is a represen-
tative solution to tackle the domain shift problem, which
targets to transfer the knowledge from a labeled source do-
main to an unlabeled target domain [24, 8, 10]. UDA meth-
ods generally endeavor to reduce the discrepancy of two do-
mains in representation space, so that a classifier trained on
the label-rich source domain generalizes well on the target
domain. Such standard UDA strategies would be attractive
options even for point cloud data, since collecting synthetic
point clouds can be simply done by sampling points from
the 3D CAD models whereas annotating the enormous real
3D data is cumbersome and time-consuming. Hence, if a
UDA method can successfully transfer the knowledge from
synthetic point clouds (source domain) to real point clouds
(target domain), it will enable the models to significantly
boost performances over a broad range of 3D vision tasks.

Therefore, numerous studies considering the innate char-
acteristic of point cloud data have recently been proposed
for domain adaptation [18, 1, 29, 5, 20, 12, 19]. Most
of them jointly exploit components such as self-supervised
learning, adversarial training, data augmentation, and self-
training to squeeze the best adaptation performances. Es-
pecially, recent works [29, 5, 12] focus on designing at
least two self-supervised learning tasks by deforming point
clouds; for example, reconstructing the deformed parts or
predicting the extent of specific distortion. Although these
methods have shown successful results, due to their exces-
sive computations and memory access, these frameworks
are difficult to deploy in real-world systems where we do
not have sufficient computing resources. These situations
raise questions regarding the race of performance-oriented
design and call for a pivot towards a succinct yet effective
strategy toward a practical domain adaptation framework.

Toward this, we reconsider the individual efficacy of dif-
ferent types of knowledge for domain adaptation, especially
focusing on which knowledge of the source benefits to be
transferred, and suggest two design philosophies for a point
cloud-specific domain adaptation framework. We first com-

This ICCV paper is the Open Access version, provided by the Computer Vision Foundation.
Except for this watermark, it is identical to the accepted version;

the final published version of the proceedings is available on IEEE Xplore.

11530



pare the value of knowledge in terms of global geometry
and local structure to determine which knowledge would be
more beneficial under domain shift scenarios. Drawing on
our observations, we argue the necessity of transferring the
shape information of the source domain during the adap-
tation phase. Secondly, we observe that pseudo-labels are
highly dependent on the label distribution of the source. To
obtain unbiased pseudo-labels for target data, we suggest
that the label bias induced from the knowledge of source
label distribution should be considered in selecting pseudo-
labels as there is no guarantee that the label distribution of
the source domain would match that of the target domain.

Inspired by the prior insights, we introduce Point Cloud
Adapter (PC-Adapter), an adapter-based domain adapta-
tion framework that can efficiently learn feature transfor-
mation to adapt local spatial structures of the target do-
main while preserving the knowledge of global geometry
acquired from the source domain. Our method exploits two
adapters, a global shape-aware adapter and a locality-aware
adapter, both of which consist of one simple block. Our
global shape-aware adapter learns implicit shape informa-
tion of the source domain using a proposed relative posi-
tional encoding and then transfers this knowledge to tar-
get point clouds. To preserve the source geometry infor-
mation during the adaptation process, the parameters are
weakly updated when training target point clouds. Mean-
while, the locality-aware adapter actively learns the target
domain-specific local structures using graph neural network
operations, which is only updated by target point clouds.
In other words, the local structure adapter solely provides
room for feature transformation to adapt to the target do-
main. After passing the entire path of the model including
adapters, target point clouds are trained via pseudo-labels.
To avoid pseudo-labels being selected relying on the label
distribution of the source domain, we propose a simple yet
novel pseudo-label correction strategy. Our approach recti-
fies pseudo-labels based on their percentile ranks from ap-
proximated class-wise confidence distributions, taking into
account their relative confidences.

In summary, our contribution is threefold:

• We present design philosophies to promote succinct
yet effective domain adaptation on point cloud data,
concentrated on which knowledge from the source do-
main has to be transferred.

• We propose a tailored framework for these design prin-
ciples that preserves global shape knowledge of the
source via an attention-based adapter while providing
room for target-specific feature transformation through
a graph convolution-based adapter. We also devise
a reliable pseudo-labeling method that adjusts class-
wise confidence with the guidance of its percentile on
confidence distribution. Note that our method does not

resort to any extra sub-tasks or adversarial training.

• Extensive experiments show that our PC-Adapter
brings significant performance gain over self-training
and adversarial domain alignment baselines, and even
achieves state-of-the-art performances when combined
with auxiliary self-supervised learning tasks.

2. Related Work

2.1. Domain Adaptation on Point Clouds

UDA has been recently investigated on 3D point clouds
to bridge the gap between domains of different natures.
PointDAN [18] proposed a point cloud-specialized UDA
framework via multi-scale feature alignment. DefRec [1]
improved the performance by leveraging a self-supervised
learning task of reconstructing deformed object regions
along with a mixup strategy. GAST [29] learned a domain-
shared point cloud representation by integrating geometry-
aware auxiliary tasks of angle/location prediction, and fur-
ther encouraged the training through the pseudo-labeling
process. GLRV [5] devised different self-supervised learn-
ing methods to learn global and local point cloud structures
in-depth combined with adversarial training and voting-
based pseudo-labeling strategy. Shen et al. [20] learned un-
signed distance fields of point clouds in a self-supervised
manner to enhance the understanding of implicit shape ge-
ometry shared across domains. MLSP [12] incorporated
prediction tasks of estimating local attributes of masked re-
gions to alleviate domain bias for target point clouds. How-
ever, most of these works generally leverage cumbersome
tasks that are infeasible in real-world systems. Different
from existing studies, we propose an efficient domain adap-
tation framework for point clouds without requiring addi-
tional tasks with excessive computation.

2.2. Adapter

Recently, adapter modules have been proposed as a
parameter-efficient method to fine-tune large-scale pre-
trained models for downstream tasks [9, 7, 21, 3]. The
adapter modules are inserted between layers of a pretrained
network, which consist of only a few trainable parame-
ters (e.g. two linear layers with nonlinear activation). This
adapter-based transfer has shown successful performances
on various downstream tasks by enabling the adapter mod-
ule to learn the task-specific feature transformations. In-
spired by the success of adapter-tuning, we exploit the con-
cept of adapter to address domain shift problems in point
cloud data. Compared to an adapter in the transfer learning
field, our proposed adapter is specially designed to learn the
structural information of 3D objects.
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Figure 1. Classification accuracy of varying input point ratios on
two point cloud encoding architectures. We gradually reduce the
number of given point cloud points by 50% and 25% using FPS,
preserving only the global anatomy of inputs. Domain adapta-
tions solely based on global structures show superior performance
against the original input in multiple domain shift scenarios.

3. Design Philosophies for Domain Adaptation
on Point Cloud

Before devising the domain adaptation method, we
would like to suggest key philosophies that need to be con-
sidered for domain adaptation on point clouds. Especially,
we mainly focus on which knowledge from the source do-
main has to be preserved and which information should be
transformed adaptively towards the target domain.

3.1. Problem Formulation and Notation

In this work, we tackle unsupervised domain adaptation
(UDA) for 3D point cloud data. Let Xk ∈ Rm×3 be the
point cloud data represented as an unordered set of 3D co-
ordinates Xk = {p1, . . .pm}, where m is the number of
points and pi ∈ R3 is a coordinate of i-th point. The ob-
jective of UDA is to transfer the knowledge from the an-
notated source domain S = {(Xsrc

k , ysrc
k )}ns

k=1 to unlabeled
target domain T = {X trgt

k }nt

k=1 where ns and nt denote the
number of point clouds in the source and target domains,
respectively. In UDA settings, two domains are assumed to
have different data distributions Dsource and Dtarget but with
a shared label space Y = {1, . . . , c}. The core concept of
the UDA is to learn a model that projects inputs from differ-
ent domains onto a shared representation space by reducing
the discrepancy of representations across domains.

3.2. Efficacy of Global Geometry Knowledge

We begin our discussion by showing the importance of
leveraging global geometry knowledge where local spa-
tial structures are usually discarded in domain-shift sce-
narios. Given the causes of distributional shifts (e.g.

Figure 2. Target point cloud samples that Point Transformer mis-
predicts as the ground-truth classes of source samples on two do-
main shift scenarios (a) and (b). Regarding (a), the encoder per-
ceives the vague outlines of target plants that resemble those of
the source lamps, thereby mispredicting the target objects with-
out comprehending the precise structure (leaves, for instance). A
similar tendency is observed in (b), where round seats and curved
outlines of source chairs are analogous to target lamps, resulting
in the encoder misclassifying target lamps as chairs.

self-occlusion, sensor noise, point density), there gener-
ally exists a large characteristic discrepancy appearing lo-
cally across domains. Therefore, it is important to selec-
tively transfer the pertinent knowledge to the distribution-
shifted domain rather than ignorantly transferring all types
of knowledge from the source domain. To identify this ‘ver-
satile’ knowledge in domain shift scenarios, we compare the
efficacy of global geometry information with that of local
spatial information on domain-shifted point clouds.

Toward this, we design an experiment to train models
with data that only contains information about global archi-
tecture by eliminating the local attributes of point clouds
using Farthest Point Sampling (FPS). Two representative
models - PointNet [15] and DGCNN [26] - are trained with
farthest point sampled data from labeled source datasets and
tested on the unlabeled target dataset without applying any
domain adaptation methods. In Figure 1, we can some-
how surprisingly confirm that results with eliminating some
points (lightening the knowledge by eliminating local prop-
erties) show superior, at least comparable, object classifica-
tion accuracy compared to the original input under multiple
domain shifts. These results imply that the knowledge of
global geometry remains helpful when the domain shifts,
whereas the local characteristics of objects do not.

Then the following question naturally arises: How to
transfer the global anatomy information from the source
domain to the target domain? A naive approach for this
distillation is leveraging a shared encoder and training it on
both source and target domains. However, as existing point
cloud encoding architectures [15, 16, 26, 28, 13] are not
specifically designed for capturing the global anatomy of
the objects, they could often fail to identify this shape in-
formation. To confirm our claim, we select the Point Trans-
former [28], one of the representative point cloud encoding
architectures, as a shared encoder and test this model under
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Figure 3. Label distributions (a-c and e-h) and class-wise confidence trends on source training data (d and h). The first row corresponds
to ShapeNet to ModelNet domain shift scenario, whereas the below indicates the domain shift of ScanNet to ModelNet. According to the
above figures, target pseudo-label distributions (c and g) tends to follow the source label distributions where source objects of minority
classes show low confidence, injecting bias into the shared classifier and thereby rarely yielding pseudo-labels for the very classes.

two domain shift settings (ShapeNet-10→ModelNet-10 and
ScanNet-10→ShapeNet-10). Then we visualize representa-
tive target objects that the encoder misclassifies in Figure 2.
According to the figure, we discover that Point Transformer
tends to predict target objects depending solely on the spe-
cific part, without full consideration. From these observa-
tions, we could claim the following remark as the design
principle of the domain adaptation framework:

Remark 3.1. Knowledge of global geometry is potentially
conducive to domains with distributional shifts, whereas lo-
cal features of point clouds need to be thoroughly adapted
toward the target domain. To transfer the geometry infor-
mation across domains, a sophisticated encoding module
capturing objects in the entirety is necessary for adaptation.

3.3. Analysis of Pseudo-label Distribution

Regarding another key ingredient of UDA for point
clouds, pseudo-labeling, we investigate how the model
trained on source labels affects the distribution of pseudo-
labels obtained for target point clouds. Most recent domain
adaptation works on point cloud data including [5, 29, 12,
20] involve a self-training technique, which utilizes pseudo-
labels of target point clouds to train the model. Pseudo-
labels are typically determined by the prediction scores of
the classifier and are adopted only when the maximum con-
fidence score is above a certain threshold γ. However, this
strategy has a risk that the classifier could recklessly pre-
dict target point clouds as major classes of the source do-
main. To verify this, we explore pseudo-label distributions
target training point clouds (Figure 3). DGCNN models are

trained under two domain shift settings (ShapeNet → Mod-
elNet and ScanNet → ModelNet) using basic self-training
where pseudo-labels for target data are determined by the
classes of maximum confidence scores given a fixed thresh-
old (γ = 0.9). As shown in Figure 3 (c) and (g), pseudo-
labels indeed follow the (ground-truth) label distribution of
the source training data (Figure 3 (a) and (e)), and pseudo-
labels are rarely selected for the minority classes at the
source domain. Imposing such an inductive bias of source
label distribution onto the arbitrary target domains is prob-
lematic as they could have far different label distributions.

While previous works have attempted to generate accu-
rate pseudo-labels on domain-shifted data, these methods
are insufficient to alleviate this problem as they merely fo-
cus on the reliability of pseudo-labels. Specifically, [29]
increasingly selects pseudo-labels of target samples with
low confidences (i.e. harder samples) to train a model in
an easy-to-hard learning manner, and [5] uses voting to
select pseudo-labels based on the labels of nearest neigh-
bors in the representation space to ensure the consistency of
pseudo-labels. Although these methods can filter out noisy
pseudo-labels to some extent by focusing on the magnitude
of maximum, they are not enough to prevent pseudo-labels
from following the source label distribution as they cannot
change the order of prediction scores between classes. The
reason for modifying the order of prediction scores can be
found in our following observation. In Figure 3 (d) and (h),
we measure the class-wise confidence on the source training
data, computed by averaging the confidences on intra-class
data. Despite confidences only for intra-class samples, we
confirm that the model predicts the samples from the mi-
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Figure 4. Illustration of proposed framework PC-Adapter. Our framework provides distinct training paths for different domains to conduct
effective domain adaptation. To begin with, the PC-Adapter feeds Xsrc to shared Φ and learns the global anatomy of the source domain
from Ψg that utilizes relative positional encoding σ with farthest sampled points and Φ(Xsrc). Meanwhile, the pathway for Xtrgt includes
all key components Φ, Ψg , and Ψl. Following Φ, the proposed framework perceives global structures of Xtrgt from Ψg trained by the source
domain. In conjunction with global knowledge adjustment, our PC-Adapter learns local properties of Xtrgt via Ψl to compensate for the
characteristic discrepancy resulting from the domain shift. Finally, the adapter outputs are combined for each domain and transmitted to the
shared classifier f . In addition, PC-Adapter leverages unbiased pseudo-labels for target point clouds with the guidance of beta distribution.

nor classes with low confidences during the training phase
though they actually belong to corresponding minor classes.
Hence, before generating pseudo-labels, rectifying the con-
fidences considering the classifier bias is highly required to
obtain unbiased pseudo-labels. Our second design principle
for domain adaptation on point cloud data is as follows:

Remark 3.2. Pseudo-labels for target point clouds are
readily biased toward the source label distribution. As
classifier bias leads to varying scales of intra-class predic-
tion probabilities for major/minor class samples, this phe-
nomenon should be reflected in pseudo-label generation.

4. Proposed Method: PC-Adapter
Building upon the design principles outlined in Sec-

tion 3, we introduce PC-Adapter, an effective domain adap-
tion framework for 3D point clouds. Our method is com-
posed of two key components. (1) To selectively distill
the object information from the source emphasized in Re-
mark 3.1, we employ two adapters (Ψg and Ψl) inserted
between the encoder Φ and classifier f (Section 4.1). The
intuition behind leveraging the adapter module for domain
adaptation is that it can serve as a mediator, facilitating the
transfer of versatile shape knowledge across domains via
shape-aware adapter Ψg while intensifying the adaptation
to local characteristics of the target domain through target-
exclusive locality-aware adapter Ψl. (2) Our PC-Adapter

generates qualified pseudo-labels for target point clouds that
are resistant to classifier bias, as motivated in Remark 3.2.
Prior to pseudo-label selection, our method adjusts the pre-
diction score in advance by referring to the relative per-
centile on its confidence distribution (Section 4.2). The
overall pipeline of PC-Adapter is presented in Figure 4 and
the training algorithm in Appendix C. We describe the de-
tails of each component in the following subsections.

4.1. Adapter-based Domain Adaptation

Shape-aware adapter We now present the shape-aware
adapter Ψg to effectively encode the knowledge of global
structure implied in both the source and target domains.
To identify the shape of objects, we design our adapter to
compute self-attention [25] between the farthest points of
an object (Figure 4). For a given 3D point cloud Xk, a
set of farthest points X̃k = {pi}m

′

i=1 are sampled from
Xk using FPS algorithm. Then self-attention operations
are conducted among the farthest points following attention
weights wij , computed as cosine similarity between outputs
of feature encoder Φ:

Ψg(pi) =
∑

pj∈X̃k\pi

wij(φ(Φ(pj)) + σij),

wij =
Φ(pi) · Φ(pj)

∥Φ(pi)∥∥Φ(pj)∥
,

(1)
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where φ denotes a linear projection layer, and σij represents
a position encoding. Note here that the shape-aware adapter
Ψg consists of only one self-attention layer.

As we have argued in Remark 3.2, properly capturing
shape information of the source and conveying this knowl-
edge to the target domain facilities the interpretation of
domain-shifted objects. To achieve this, we propose a novel
relative positional encoding that identifies the global struc-
ture by considering both the relative point location and the
ratio information of the objects. Our positional encod-
ing utilizes the relative distances from pi to the remaining
FPS points guided by the maximum distance concerning pi,
d∗i = maxpj∈X̃k

(∥pi−pj∥). Specifically, for a given point

pi ∈ X̃k, the relative distance d̂ij with another FPS point
pj is derived by subtracting the maximum distance in terms
of pi, denoted as d∗i , to the euclidean distance between pi

and pj , dij = ||pi − pj ||. Then, we obtain positional en-
coding σij by normalizing d̂ij over other remaining relative
distances {d̂in|pn ∈ X̃k} to sum to 1 as follows:

σij =
d̂ij∑m′

n=1 d̂in
=

d∗i − dij∑m′

n=1(d
∗
i − din)

. (2)

The above formulation allows us to yield pi-specific posi-
tional encoding values. As a result, our relative positional
encoding approach using d∗i contemplates the object struc-
ture from diverse perspectives, enabling Ψg to encode im-
plicit global geometry in a more sophisticated fashion.

Locality-aware adapter By incorporating the shape-
aware adapter, the global shape knowledge would be effec-
tively shared between source and target domains. Never-
theless, for successful domain adaptation, it is indispens-
able to introduce an exclusive module that can learn target-
specialized local characteristics. To this end, we design a
locality-aware adapter Ψl, which is founded on Graph Con-
volution layer [11] to aggregate regional information (Fig-
ure 4 (b)). For a given point pi sampled by FPS, k-nearest
neighbors (k-NN) graph is constructed with nearest local
neighbors among full input points, denoted as N (i). Then,
the Graph Convolution operation is performed on the k-NN
graph to update the representation of pi via adjacent point
embeddings. This operation is formulated as follows:

Ψl(pi) = ΘT
∑

pj∈N (i)∪{pi}

ej,i
deg(pj)deg(pi)

Φ(pj), (3)

where Θ is a matrix of filter parameters, eji is an
edge weight of edge {pj,pi}, and deg(pi) is a degree
normalization constant computed as deg(pi) = 1 +∑

pj∈N (i) ej,i. In this work, we consider edge feature eji as
1. We would like to emphasize that locality-aware adapter
Ψl passes only the target data, generating representation

vectors that are added to the existing model path via a resid-
ual connection. The detailed training procedures of ours are
described at the following paragraph.

Training procedure We here describe the training pro-
cedure of PC-Adapter using a single point cloud instance
per each domain for brevity, though the model is trained
by mini-batches. To promote effective adaptation, we
provide different training paths for the source and tar-
get domains. For each iteration, we pass source data
Xsrc= {pi}mi=1 to the shared encoder Φ, and the encoder
output {Φ(pi)}mi=1 with its coordinate information is fed
to the shape-aware adapter Ψg . Then, Ψg learns the global
shape of the source domain by performing self-attention be-
tween representative points. The representation obtained
from Ψg is combined with the original encoder output,
Combine

(
{Ψg(pi)}m

′

i=1, {Φ(pi)}mi=1

)
, and then transmit-

ted to the classifier f . Subsequently, our method makes the
target data X trgt= {p′

i}mi=1 forward through all components,
i.e. Φ, Ψg , and Ψl. Following the shared Ψg , PC-Adapter
identifies the global anatomy of X trgt by receiving learned
global knowledge of the source. In conjunction with global
structure adaptation, our PC-Adapter learns local properties
via locality-aware adapter Ψl to compensate for the charac-
teristic discrepancy between two domains. Lastly, the out-
puts of two adapters are combined with encoder output as
Combine

(
{Ψg(pi)}m

′

i=1, {Ψl(pi)}m
′

i=1, {Φ(pi)}m
′

i=1

)
, and

they are fed into the classifier f . During training target point
clouds, we lower the learning rate for components where
the source data have passed (i.e. Φ and Ψg) to preserve the
implicit shape knowledge of the source domain. The ef-
ficacy of weakly updating these components is confirmed
in Appendix A. We select the Combine operation among
summation and averaging.

4.2. Distribution-guided Unbiased Pseudo-label

There remains a challenge of how to annotate target
point clouds with pseudo-labels which are readily biased to-
wards the source label distribution. With this goal in mind,
we devise a bias-resilient pseudo-labeling method that iden-
tifies the classifier bias in advance and adjusts model confi-
dences before selecting pseudo-labels. We start by approx-
imating the confidence distribution for each class t given
source training dataset Strain as a skewed beta distribution,
p(ct|Strain) ≈ Beta(α̂t, β̂t). We justify this modeling for
the following two reasons: (1) the average prediction con-
fidence for intra-class data of each class is significantly dif-
ferent, which strongly correlates with the source label distri-
bution (Figure 3 (d) and (h)). (2) the skewness of confidence
distribution is determined by the degree of a majority of the
class. In other words, for major classes, confidence distribu-
tions are likely to be left-tailed as samples of major classes
are frequently encountered during training, while for minor
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Table 1. Classification accuracy of proposed PC-Adapter against other baselines on PointDA-10, averaged over three repetitions (± SEM).
SSL, Adv., and ST denote self-supervised learning, adversarial learning, and self-training (include data augmentation), respectively.

Method SSL Adv. ST M→S M→S* S→M S→S* S*→M S*→S Avg.
Supervised 93.9 ±0.2 78.4 ±0.6 96.2 ±0.1 78.4 ±0.6 96.2 ±0.1 93.9 ±0.2 89.5
DANN [6] ✓ 74.8 ±2.8 42.1 ±0.6 57.5 ±0.4 50.9 ±1.0 43.7 ±2.9 71.6 ±1.0 56.8
PointDAN [18] ✓ 83.9 ±0.3 44.8 ±1.4 63.3 ±1.1 45.7 ±0.7 43.6 ±2.0 56.4 ±1.5 56.3
DefRec+PCM [1] ✓ ✓ 83.7 ±0.6 42.6 ±0.9 71.4 ±1.5 46.1 ±1.7 71.5 ±1.0 74.6 ±0.5 65.0
GAST [29] ✓ ✓ 83.7 ±0.2 54.9 ±0.9 71.1 ±0.2 53.6 ±0.2 48.4 ±3.3 58.7 ±0.1 61.7
GLRV [5] ✓ ✓ ✓ 78.4 ±0.6 53.6 ±0.1 64.4 ±3.8 49.1 ±2.8 59.4 ±2.5 71.2 ±3.7 62.7
PC-Adapter ✓ 83.3 ±0.3 58.2 ±0.4 77.5 ±0.2 53.7 ±0.2 73.7 ±0.5 75.4 ±0.4 70.3

Table 2. Classification accuracy of the PC-Adapter compared to baselines on GraspNetPC-10, averaged over three repetitions (± SEM).
Syn., Kin., and RS. refer to the synthetic, kinetic, and realsense domains, respectively.

Method SSL Adv. ST Syn.→Kin. Syn.→RS. Kin.→RS. RS.→Kin. Avg.
Supervised 97.2 ±0.8 95.6 ±0.4 95.6 ±0.3 97.2 ±0.4 96.4
DANN [6] ✓ 78.6 ±0.3 70.3 ±0.5 46.1 ±2.2 67.9 ±0.3 65.7
PointDAN [18] ✓ 77.0 ±0.2 72.5 ±0.3 65.9 ±1.2 82.3 ±0.5 74.4
RS [19] ✓ 67.3 ±0.4 58.6 ±0.8 55.7 ±1.5 69.6 ±0.4 62.8
DefRec+PCM [1] ✓ ✓ 80.7 ±0.1 70.5 ±0.4 65.1 ±0.3 77.7 ±1.2 73.5
GAST [29] ✓ ✓ 81.3 ±1.8 72.3 ±0.8 61.3 ±0.9 80.1 ±0.3 73.8
GLRV [5] ✓ ✓ ✓ 92.2 ±2.1 74.4 ±0.8 70.2 ±2.4 86.7 ±0.3 73.8
ImplicitPCDA [20] ✓ ✓ 94.6 ±0.4 80.5 ±0.2 76.8 ±0.4 85.9 ±0.3 84.4
PC-Adapter+ImplicitPCDA ✓ ✓ 97.5 ±0.3 72.5 ±0.2 82.5 ±0.7 88.6 ±1.7 85.3

classes, the confidence distributions are more likely to be
right-tailed. Let us denote the indices of training samples
belonging to class t as St

train, and the confidence on class
t for the i-th sample as ci,t. Then, for each class t, two
unknown parameters - α̂t and β̂t - can be estimated using
sample mean of confidences, c̄t = 1

|St
train|

∑
i∈St

train
ci,t, and

sample variance, v̄t = 1
|St

train|−1

∑
i∈St

train
(ci,t − c̄t)

2, based
on Method of Moments [14]:

α̂t = c̄t
( c̄t(1− c̄t)

v̄t
− 1

)
, β̂t = (1− c̄t)

( c̄t(1− c̄t)

v̄t
− 1

)
.

(4)
The detailed proof is provided at Appendix B.

Armed with approximated class-wise confidence distri-
butions, our method adjusts the confidence score of each
class by reflecting its percentile rank within its own con-
fidence distribution, prior to assigning pseudo-labels. By
considering the relative confidence of each class within its
distribution, our method encourages the selection of minor-
ity classes as pseudo-labels, thereby allowing the model to
obtain unbiased pseudo-labels without requiring access to
the label distribution of the target domain. Specifically, our
pseudo-labeling method modifies the confidence score ci,t
of each class t such that it increases proportionally with
the percentile rank ri as follows: c̃i,t = ci,t · ( 1

1−ri+r0
)

to remove the effect of bias in the source label distribu-
tion, where ri is derived from percentile point function of
beta distribution (i.e. inverse cumulative density function)
and r0 is a hyperparameter that controls the intensity of ad-

justment. Lastly, the pseudo-label ŷtrgt
i for the target point

cloud X trgt
i is annotated as argmaxt c̃i,t. Note that our

pseudo-labeling strategy requires no additional model for-
ward/backward pass as distributions are computed based on
the model predictions acquired during the training phase.

While our distribution-guided pseudo-labeling mitigates
the selection of biased pseudo-labels for target data, in ex-
treme cases (e.g. when the source domain exhibits high
class imbalance), our confidence rectification might not suc-
ceed in altering the order of prediction scores due to signifi-
cant gaps between intra-class prediction scores. To address
this challenge, we incorporate the regularization loss term
Lcentroid for each training batch, enforcing the orthogonal-
ization of averaged representations for each class.

5. Experiments

We conduct a series of experiments to verify our PC-
Adapter in various domain shift scenarios. In Section 5.2
and 5.3, we evaluate the adaptation performance on two
shape classification benchmarks and one part segmentation
benchmark dataset, comparing it with recent unsupervised
domain adaptation methods for the point cloud. To further
demonstrate the effectiveness of our framework, we test our
method under data-scarce conditions and analyze its time
complexity (Section 5.4). Lastly, we perform an ablation
study to examine the contribution of each sub-component
of PC-Adapter (Section 5.5).
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Table 3. Part segmentation results on the PointSegDA dataset. Mean per-class IoU (mIoU) for our method and other baselines are reported,
averaged over three repetitions (± SEM).

Method
FAUST→
ADOBE

FAUST→
MIT

FAUST→
SCAPE

MIT→
ADOBE

MIT→
FAUST

MIT→
SCAPE

ADOBE→
FAUST

ADOBE→
MIT

ADOBE→
SCAPE

SCAPE→
ADOBE

SCAPE→
FAUST

SCAPE→
MIT Avg.

Supervised 80.9 ±7.2 81.8 ±0.3 82.4 ±1.2 80.9 ±7.2 84.0 ±1.8 82.4 ±1.2 84.0 ±1.8 81.8 ±0.3 82.4 ±1.2 80.9 ±7.2 84.0 ±1.8 81.8 ±0.3 82.3
Unsupervised 78.5 ±0.4 60.9 ±0.6 66.5 ±0.6 26.6 ±3.5 33.6 ±1.3 69.9 ±1.2 38.5 ±2.2 31.2 ±1.4 30.0 ±3.6 74.1 ±1.0 68.4 ±2.4 64.5 ±0.5 53.6
Adapt-SegMap [23] 70.5 ±3.4 60.1 ±0.6 65.3 ±1.3 49.1 ±9.7 54.0 ±0.5 62.8 ±7.6 44.2 ±1.7 35.4 ±0.3 35.1 ±1.4 70.1 ±2.5 67.7 ±1.4 63.8 ±1.2 56.5
RS [19] 78.7 ±0.5 60.7 ±0.4 66.9 ±0.4 59.6 ±5.0 38.4 ±2.1 70.4 ±1.0 44.0 ±0.6 30.4 ±0.5 36.6 ±0.8 70.7 ±0.8 73.0 ±1.5 65.3 ±0.1 57.9
DefRec+PCM [1] 79.7 ±0.3 61.8 ±0.1 67.4 ±1.0 67.1 ±1.0 48.6 ±2.4 72.6 ±0.5 46.9 ±1.0 33.2 ±0.3 37.6 ±0.1 66.4 ±0.9 72.2 ±1.2 66.2 ±0.9 60.0
PC-Adapter 78.8 ±0.5 61.5 ±0.1 69.2 ±0.3 68.9 ±0.2 62.1 ±0.3 72.8 ±0.1 49.0 ±0.1 39.6 ±0.1 43.1 ±0.1 74.4 ±0.7 75.7 ±0.3 66.4 ±0.1 63.5

5.1. Experimental Settings

Datasets Two shape classification datasets, PointDA-
10 [18] and GraspNetPC-10 [20] are adopted for our exper-
iments. PointDA-10 is constructed by extracting the sam-
ples in 10 shared classes from three datasets - ModelNet40
(M) [27], ShapeNet (S) [2], and ScanNet (S*) [4]. Us-
ing these subsets, we conduct experiments on 6 different
domain adaptation settings. To further verify our method
on synthetic-to-real and real-to-real adaptation scenarios,
we also conduct experiments on GraspNetPC-10 [20].
GraspNetPC-10 is curated via raw depth scans on real-
world and also synthetic scenes which consist of 3D CAD
models of objects using two different cameras, Kinect2
and Intel Realsense. Following [20], we conduct experi-
ments on 4 domain adaptation scenarios, where all domains
share the same 10 classes. Among them, scenarios whose
source domains correspond to Syn. represent synthetic-to-
real shifts, whereas the rest indicate real-to-real shifts where
sensor noise differs. For 3D part segmentation tasks, we
utilize PointSegDA dataset [1] in our experiments, which
comprises 4 different subsets: FAUST, MIT, ADOBE, and
SCAPE. These subsets encompass 8 classes of human body
parts varying in point distribution, pose, and scanned indi-
viduals. We validate our framework on 12 different domain
shift conditions, following the experimental settings of the
[1]. Detailed statistics are provided in Appendix D.

Implementation detail In our experiments, we set the
farthest point sampling (FPS) ratio to 0.1, and k to 5
for k-NN graph in locality-aware adapter Ψl. We adopt
DGCNN [26] as the feature encoder, consistent with prior
works [29, 5, 20]. We follow the evaluation protocol of
[5, 29] for PointDA-10 dataset and [20] for GraspNetPC-
10 dataset. For part segmentation experiments, we adhere
to the experimental setup of [1]. Detailed experimental set-
tings and more implementation details of ours are provided
in Appendix D.

5.2. Results on Shape Classification

In Table 1, we report the averaged classification accu-
racy of PC-Adapter and baselines on 6 domain adaptation
settings in PointDA-10. We first compare with UDA base-

lines that do not leverage auxiliary tasks (i.e. self-supervised
learning tasks) as our PC-Adapter does. These baselines
perform domain adaptation using such as adversarial do-
main alignment [18, 5, 6], self-training [29, 5], and mixup
augmentation [1]. For this comparison, we exclude the
self-supervised tasks from the methods that originally use
them. As shown in Table 1, our framework shows signif-
icant superiority over the baselines in most settings. The
PC-Adapter enhances the adaptation performance by an av-
erage of 5.3% compared to the best baseline results. For
GraspNetPC-10, the PC-Adapter exhibits state-of-the-art
performances on three settings when combined with ex-
isting self-supervised learning tasks of ImplicitPCDA [20]
(Table 2). In particular, PC-Adapter solely excels the per-
formance over 80% on Kin.→ RS, yielding the improve-
ment by 5.7% compared to the second highest result. From
these results, we believe that our method can seamlessly in-
tegrate with existing self-supervised tasks and potentially
exhibit superior performance, despite being designed for
succinct adaptation-oriented purposes.

5.3. Results on Part Segmentation

While PC-Adapter is primarily designed for point cloud
classification tasks, our framework holds the potential for
extension into various other 3D understanding tasks. To
demonstrate the versatility of our approach, we perform ex-
periments on the part segmentation tasks across 12 domain
adaptation settings using the PointSegDA dataset. Unlike
shape classification tasks, the crux of part segmentation lies
in grasping local characteristics within each segment, en-
abling accurate predictions for individual points. In light
of this, for part segmentation tasks, we only employ the
locality-aware adapter Ψl in the domain adaptation process,
facilitating the transfer of knowledge concerning local char-
acteristics from the source domain. When training target
points, we simply annotate target points using pseudo-labels
with a fixed threshold γ, while also reducing the learning
rate for the feature encoder Φ and the locality-aware adapter
Ψl, similar to that in shape classification tasks. In Table 3,
our method achieves the best segmentation performances in
10 out of 12 domain shift settings, exhibiting an average
mIoU enhancement of 3.5%.
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Figure 5. (a) Classification accuracy under diverse target domain
scarcity on Syn.→Kin. (b) Time complexity analysis of the PC-
Adapter against baselines.

5.4. Further Analysis

Data scarcity In practical scenarios, it is common to en-
counter situations where the target point clouds obtained
from the real-world exhibit deficiencies when compared to
synthetic source point clouds. To verify our method un-
der this condition, we conduct an experiment by decreas-
ing the number of target data to 75%, 50%, and 10% at the
synthetic-to-real domain shift setting in GraspNetPC-10. In
Figure 5 (a), the PC-Adapter consistently shows the highest
adaptation performances over other baselines across mul-
tiple sparsities. These results imply that, unlike baselines,
our method can efficiently learn target-specific features us-
ing only a few target data is given.

Time Complexity To test the cost efficiency of our
method, we compare the computation cost of PC-Adapter
with that of baselines. Training time per epoch is mea-
sured over 10 repetitions using an RTX 3090 GPU in the
ModelNet→ShapeNet setting. As shown in Figure 5 (b),
our method achieves 3.43x faster training on average com-
pared to the self-supervised learning works, and even faster
than self-training (GAST w/o ssl) and adversarial training
(GLRV w/o ssl) methods. This result demonstrates the ad-
vantage of deploying PC-Adapter for real-world usage.

5.5. Ablation Study

Step-wise Evaluation In Table 4, we conduct a step-
wise evaluation to verify the significance of each compo-
nent in PC-Adapter: (1) Domain adaptation using only a
shape-aware adapter Ψg (the first row), (2) Leveraging both
adapters with basic pseudo-labeling (the second row), and
(3) Replacing our relative positional encoding σ with con-
ventional point cloud positional encoding method [28, 13],
formulated as σij = θ(pi − pj), (the third row). The re-
sults clearly show that each module consistently improves
performance under domain shift scenarios.

Table 4. Ablation study of PC-Adapter on three domain shift set-
tings in PointDA-10.

Modules S→M M→S S*→M
Ψg Ψl Beta PL Relative σ Acc. Acc. Acc.
✓ ✓ 72.3 81.4 67.4
✓ ✓ ✓ 75.7 82.7 68.2
✓ ✓ ✓ 74.2 81.5 70.3
✓ ✓ ✓ ✓ 77.5 83.3 73.7

Analysis of distribution-guided pseudo-labels We
quantitatively analyze the contribution of our pseudo-
labeling method in comparison to maximum confidence-
based pseudo-labels generation in Table 5. Our beta
distribution-guided pseudo-labeling consistently brings
improvement in the balanced accuracy compared to the con-
ventional pseudo-labeling approach, showing robustness to
the label bias induced from the source domain.

Table 5. Comparison of balanced accuracy (bAcc.) according to
pseudo labeling strategies on GraspNetPC-10.

PL Methods Syn.→Kin. Syn.→RS. Kin.→RS. RS.→Kin.
Maximum confidence PL 96.41 67.93 79.49 87.93
Beta distribution-guided PL (Ours) 97.66 71.99 83.52 90.31

6. Conclusion
We scrutinized the essential design principles for do-

main adaption on point clouds, focusing on which infor-
mation should be transferred during adaptation. Inspired by
this, we proposed an efficient adapter-based domain adapta-
tion framework, PC-Adapter, that learns target-specific fea-
ture transformations while selectively preserving pertinent
knowledge from the source. PC-Adpater exhibits fast yet
successful domain adaptation abilities under both normal
and data-scarce conditions through extensive experiments.
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