DELFlow: Dense Efficient Learning of Scene Flow for Large-Scale Point Clouds
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Abstract

Point clouds are naturally sparse, while image pixels are dense. The inconsistency limits feature fusion from both modalities for point-wise scene flow estimation. Previous methods rarely predict scene flow from the entire point clouds of the scene with one-time inference due to the memory inefficiency and heavy overhead from distance calculation and sorting involved in commonly used farthest point sampling, KNN, and ball query algorithms for local feature aggregation. To mitigate these issues in scene flow learning, we regularize raw points to a dense format by storing 3D coordinates in 2D grids. Unlike the sampling operation commonly used in existing works, the dense 2D representation 1) preserves most points in the given scene, 2) brings in a significant boost of efficiency, and 3) eliminates the density gap between points and pixels, allowing us to perform effective feature fusion. We also present a novel warping projection technique to alleviate the information loss problem resulting from the fact that multiple points could be mapped into one grid during projection when computing cost volume. Sufficient experiments demonstrate the efficiency and effectiveness of our method, outperforming the prior-arts on the FlyingThings3D and KITTI dataset. Our source codes will be released on https://github.com/IRMVLab/DELFlow.

1. Introduction

Scene flow represents the point-wise motion between a pair of frames, specifically the magnitude and direction of the 3D motion. As a low-level task, 3D scene flow estimation is beneficial to numerous high-level scene understanding tasks in autonomous driving, such as LiDAR odometry [46], object tracking [47], and semantic segmentation [18].
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Figure 1. Comparison of current point cloud processing frameworks. (a) 3D grid-based methods. (b) 3D point-based methods. (c) 2D perspective grid-based methods. (d) Our outlier-aware point-based methods, where outliers are filtered out.

Early works [7, 31] convert point cloud into 3D voxel grids and process them with 3D Convolutional Neural Networks (CNNs). However, the computational costs of such voxel-based methods grow drastically with the resolution. Besides voxelization (Fig. 1a), recent studies [9, 17, 51, 43] resort to learning scene flow directly from the raw coordinates of point clouds in 3D space. These point-based methods [17, 51, 45, 40] (Fig. 1b) relies on feature aggregation from neighborhood points with a PointNet [28, 29] structure. Nevertheless, the most commonly used K Nearest Neighbors (KNN) and ball query algorithms in solutions [9, 17, 51, 41] require frequent distance calculation and sorting between point clouds, which are memory-inefficient and time-consuming. Therefore, only a limited number of points are taken as inputs because large-scale input point clouds indicate more GPU memory consumption. The inefficiency led to the proposal of projection-based methods [4, 48, 49], where 2D convolutions are applied to the projected point cloud on image plane. As shown in Fig. 1c, a convolution kernel is used to perform feature extraction among nine neighbors. Such 2D perspective grid-based methods suffer from the neighboring outliers and are not flexible since effective 3D methods cannot be applied.
To deal with the heavy computational cost of 3D methods and the limited accuracy of 2D methods, we propose a projection-based framework for scene flow learning from dense point clouds. We store raw 3D point clouds \((n \times 3)\) in the corresponding 2D pixels by projecting them onto image plane \((H \times W \times 3)\). Such representation allows us to take the complete point clouds from input scene. For the second stage, we propose Kernel Based Grouping to capture 3D geometric information on 2D grid. The operations are conducted on 2D grids, but the output is in the 3D space. Different from 3D point-based methods, we are able to process point clouds with less memory consumption as more prior spatial information from the 2D format reduces the local query complexity. By reducing the grouping range in search of neighboring points, our proposed network achieves single-frame feature extraction and inter-frame correlation for tens of thousands of LiDAR point clouds. In addition, the far-away points can be removed using our outlier-aware method (Fig. 1d), solving the problem of 2D methods caused by outliers.

The second challenge pertains to the feature fusion between point clouds and images, as raw point clouds in 3D space are naturally sparse, unordered and unstructured, while pixels of images are dense and adjacent to each other. CamLiFlow [16] projects a small number of sparse points onto image plane to fuse features from these two modalities. Instead, we take all points as input using the dense format of projected point clouds, which eliminates the density gap between sparse points and dense pixels, enabling effective feature fusion. As a result, we explore the potential of attentive feature fusion between dense points and pixels for more accurate scene flow prediction.

In addition, we adopt a warping operation in cost volume to refine the predicted flow. During the refinement process, multiple warped points can be projected into the same grid on 2D plane. Previous methods merge extra points, but cause information loss which affects the final accuracy. On the contrary, our proposed cost volume module equipped with a novel warping projection technique enables us to avoid such information loss by using the warped coordinates as an intermediate indexing variable.

Overall, our contributions are as follows:

- We propose an efficient scene flow learning framework operated on projected point clouds to process points in 3D space, which takes the entire point clouds as input and predicts flow with one-time inference.
- We present a novel cost volume module with a warping projection technique, allowing us to compute the cost volume without information loss caused by merging points during the refinement process.
- We design a pixel-point feature fusion module, which encodes color information from images to guide the decoding of point-wise motion in point clouds, improving the accuracy of scene flow estimation.

## 2. Related work

### Scene Flow Learning from 3D Data.

With the development of deep learning for raw 3D point cloud processing [28, 29], FlowNet3D [17] pioneers in directly processing point clouds and predicts 3D scene flow in an end-to-end fashion. A flow embedding layer is proposed to compute the correlation between a pair of point clouds. PointPWCNet [51] proposes a patch-to-patch method by considering more than just one point of the first frame during the correlation process, and extends the coarse-to-fine structure from optical flow [33] to scene flow estimation. Inspired by permutohedral lattice [1] and Bilateral Convolutional Layers (BCL) [11], HPLFlowNet [9] proposes DownBCL, UpBCL, and CorrBCL to restore rich information from point clouds. However, the interpolation from points to permutohedral lattice leads to information loss. To assign different weights to the correlated points in a patch, HALFLOW [45] proposes a hierarchical neural network with a double attentive embedding layer. Using optimal transport [25, 26, 37] tools, FLOT [27] achieves competitive performance with much less parameters. The rigidity assumption is widely used in other works [38, 39, 23, 20]. HCRF-Flow [15] formulates the rigidity constraint as a high order term. Built on the architecture of RAFT [35], RAFT-3D [36] utilizes rigid-motion embeddings to group neighbors into rigid objects and refines the 2D flow field with a recurrent structure.

### Efficient Learning of Point Clouds.

Previous works [7, 31] convert point clouds into voxel grids and process them with 3D CNNs. The information loss happens during voxelization because multiple points can be mapped into one grid, and only one point is kept [34]. Such voxel-based methods are not memory-efficient due to high computational requirements with increasing voxel resolution [19]. Therefore, projection-based methods [4, 48, 49, 50, 52] are proposed to tackle this problem. The 3D point clouds are first projected onto a 2D plane, and then 2D CNNs are applied. DarkNet53 [3] applies a fully convolutional neural network on the projected points after spherical projection. However, projection-based methods usually come with loss of geometry information [34]. Recent point-based methods operate on raw point clouds without a voxelization process. For example, PointNet [28] uses Multi-Layer Perception (MLP) to extract global features directly from raw point clouds. PointNet++ [29] explored the ability to learn local features from neighborhood points. Methods [17, 45, 51] based on PointNet++ are efficient and effective for small-scale point clouds, but the computational cost increases greatly when it comes to large-scale points. YOGO [53] accelerates KNN and ball query algorithms by dividing points into several sub-regions and operating on the tokens extracted from sub-regions. Wang et al. [44] proposes a cylindrical projection method in LiDAR odometry.
3. Efficient Learning of Dense Point Clouds

Let $PC_1 = \{x_i | x_i \in \mathbb{R}^3\}_{i=1}^{N_1}$ and $PC_2 = \{y_j | y_j \in \mathbb{R}^3\}_{j=1}^{N_2}$ represent the point clouds from a pair of consecutive frames, the goal of scene flow estimation is to predict the motion $F = \{\Delta x_i | \Delta x_i \in \mathbb{R}^3\}_{i=1}^{N_1}$ of every point in $PC_1$. Local feature aggregation from neighboring points is widely used to extract high-level point features. To achieve efficient learning of dense point clouds, we introduce a dense format of point clouds, which brings in more prior spatial information and reduces computational complexity. Moreover, an efficient network with a new cost volume module is constructed to further improve the performance.

3.1. 2D Representation of Dense Point Clouds

The original 3D point clouds ($n \times 3$) are unordered, where $n$ is the number of points. Such representation provides no prior knowledge and requires much effort to structure the irregular data [34]. To avoid unnecessary calculations, a representation of point clouds with more prior spatial information is essential for efficient processing of large-scale point clouds. Inspired by a cylindrical projection technique from [44], we introduce a dense representation of 3D point clouds to scene flow prediction. We conduct pixelization by projecting the raw point clouds $(x, y, z)$ onto the 2D plane $(u, v)$ with a calibration matrix.

Different from previous projection-based methods which contain RGB and depth information in the pixel grids, we fill $(u, v)$ with the 3D coordinates $(x, y, z)$ of each point, generating a $H \times W \times 3$ matrix, where $H$ and $W$ are height and width of the projected image plane. Not every pixel has its corresponding point in 3D space, therefore, we fill empty pixels with $(0, 0, 0)$. Our pixelization technique enables us to preserve complete information from raw point clouds compared to the interpolation in [9] and sampling operation in [17, 51, 45]. It allows us to process the entire LiDAR scans of the scene at once. Our scene flow prediction network takes the entire point clouds as input like an image, but with 3D coordinates instead of RGB value in the corresponding pixels.
Instead of applying 2D solutions on the projected point clouds as other projection-based methods \cite{5, 8}, our approach addresses the scene flow prediction problem in a 3D manner, yet with operations on the 2D plane, ensuring the efficiency of 2D methods and effectiveness of 3D methods.

3.2. Scene Flow Prediction Network

Following the projection technique in Section 3.1, each point’s coordinate is stored in the corresponding projected pixel position, and all points of the scene are taken as input. Since the resolution of point cloud is currently much higher than that of randomly sampling a small number of points, an efficient algorithm to reduce the computational cost is in need. Therefore, we construct an efficient 3D scene flow estimation network based on the 2D representation form as shown in Fig. 2. We adopt a hierarchical structure to predict the scene flow in a coarse-to-fine manner.

**Kernel Based Neighbors Grouping:** Upon the 2D map of 3D point clouds, a kernel based grouping technique is adopted from \cite{44} to select neighboring points. In most cases, two nearby points in 3D space are also close on 2D plane after projection, which helps filter out many inappropriate neighborhood points without extra calculations.

We implement a CUDA operator to search for neighboring points in 3D space around the center on 2D plane. As shown in Fig. 3, given the central point \( p_c \) with corresponding 2D coordinate \((u_c, v_c)\), a 2D kernel is placed around the center. We can easily locate its neighboring points within the kernel on 2D plane. The kernel size for grouping is denoted as \( k_s = [k_h \times k_w] \), so we only need to search the points within range: \([u_c - k_w/2 : u_c + k_w/2, v - k_h/2 : v + k_h/2]\) instead of the whole point clouds. This technique enables us to reduce the searching complexity from \(O(n^2)\) to \(O(n \cdot k_s)\). Unlike traditional 2D kernels that operate on projected points directly, our approach allows us to remove far-away outliers that could be harmful to feature extraction. Then, the features of valid neighboring pixels are aggregated to the center. The grouping and filtering operations are conducted on 2D plane, but the feature extraction process happens in 3D space. As a result, our proposed method shares the efficiency of 2D methods and accuracy of 3D methods. It is noteworthy that larger kernel indicates more searching time and reducing the kernel size results in a lower latency. However, if the kernel size is too small, the algorithm cannot find enough appropriate neighboring points. Through experiments, we find that an appropriate kernel size is usually between \(3K \sim 4K\) where \(K\) is the number of neighbors to select.

**Point Cloud Encoder:** The input point clouds are stored in a form of image, with the size of \(h \times w \times 3\). For high-level feature learning, we attempt to aggregate local features from neighboring points to the central point using MLP.

![Feature fusion between image and point cloud features. We utilize a self-attention mechanism to align 2D and 3D features.](image)

Given the raw point sets \( P = \{x_i | x_i \in \mathbb{R}^3 \}_{i=1}^h \times w \) we first select a number of central points \( P_c = \{x_i^c | x_i^c \in \mathbb{R}^3 \}_{i=1}^h \times w \) by setting a fixed stride. The corresponding features of \( P \) and \( P_c \) are denoted as \( f_i | f_i \in \mathbb{R}^C \times f_i \in \mathbb{R}^C \) and \( f_i^c | f_i^c \in \mathbb{R}^C \times f_i^c \in \mathbb{R}^C \). We use kernel based grouping method to select \( K \) neighbors for each point \( x_i \). Then, MLP is used to extract the neighboring points’ features \( \{x_i^c, x_i \}^c | x_i^c \in \mathbb{R}^3, f_i^c \in \mathbb{R}^C \}_{k=1}^{K} \), generating high-level features:

\[
h_i = \text{MaxPool} \{\text{MLP}((x_i^c - x_i^c) \oplus f_i^c)\},
\]

**Multi-modal Feature Fusion:** Given the image features \( F_i \in \mathbb{R}^{H \times W \times C_1} \) and point cloud features \( P_p \in \mathbb{R}^{H \times W \times C_2} \), we utilize a self-attention mechanism to perform feature fusion between two modalities to improve the accuracy of scene flow prediction as shown in Fig. 4. Since the point cloud and image share the same size of \(H \times W\), each image pixel corresponds to a point and vice versa. Therefore, it is straightforward to integrate color information from 2D images to guide the prediction of 3D pointwise motion with the feature fusion module.

**Attentive Feature Correlation of Point Clouds:** After obtaining the high-level features of \( PC_1 \) and \( PC_2 \), we need to compute their motion correlation. We use the attentive cost volume in \cite{45} to learn the hidden motion pattern between two consecutive frames of point clouds.

Given point clouds \( PC_1 = \{(x_i, f_i) | x_i \in \mathbb{R}^3, f_i \in \mathbb{R}^C \}_{i=1}^{N_1} \) and \( PC_2 = \{(y_j, g_j) | y_j \in \mathbb{R}^3, g_j \in \mathbb{R}^C \}_{j=1}^{N_2} \), the features of neighboring \( PC_2 \) are first aggregated to the centering \( PC_1 \) via attention mechanism and each neighbor is weighed differently. In the second stage, the features of aggregated \( PC_1 \) will be updated again by aggregating the neighboring \( PC_1 \), generating the attentive flow embedding features \( E = \{(x_i, e_i) | x_i \in \mathbb{R}^3, e_i \in \mathbb{R}^C \}_{i=1}^{N_1} \). We re-implement the double attentive flow embedding layers under 2D representation to accelerate the correlation between two frames of projected point clouds.

**Scene Flow Predictor:** The scene flow predictor takes three inputs: warped \( PC_1 \) features, attentive flow embedding features and the upsampled coarse dense flow embedding features. Following \cite{51, 45, 9}, these three inputs are concatenated together and then processed by a shared MLP, generating the refined flow embedding features.
Hierarchical Flow Refinement: We adopt the pyramid structure for supervised learning of scene flow estimation. Both the low-level and high-level scene flow is used to compute the training loss. We first predict a flow with the least number of points from the highest-level features. Then level by level, scene flow with higher resolution is predicted through up-sampling and refinement modules. For up-sampling, similar operations in equation (1) are performed among low-resolution points for high-resolution points to obtain neighboring features $b_i$, which are then concatenated with the fused features $s'_{i}$ of central points. A shared MLP is used to generate up-sampled features.

After up-sampling operation, we obtain a coarse flow embeddings of higher-resolution points. Next, a warping operation in Section 3.3 is adopted to generate the flow re-embedding features. As shown in Fig. 5, residual scene flow can be predicted by the scene flow predictor. Finally, we obtain a refined flow of higher accuracy by adding the estimated residual flow to the coarse flow.

3.3. A New Cost Volume with Warping Projection

Assuming that $p \in \mathbb{R}^3$ of PC1 flows to $q \in \mathbb{R}^3$ of PC2, their corresponding 2D coordinates are $(u_1, v_1)$ and $(u_2, v_2)$. When there is a large motion of $p$ across frames, $(u_1, v_1)$ is far away from $(u_2, v_2)$. This requires a large searching kernel because we aim to correctly locate the corresponding $(u_2, v_2)$ in the bounding kernel around $(u_1, v_1)$. However, increasing kernel size leads to longer searching time and heavier computational cost.

To address the issue, we incorporate the warping idea by adding the predicted coarse flow $F_c$ to PC1, which generates $PC_{1w} = \{\hat{p} | \hat{p} \in \mathbb{R}^3 \}_{i=1}^{N}$. The warped points $PC_{1w}$ are closer to $PC_2$ than the original $PC_1$. Next, the cost volume is computed between $PC_{1w}$ and $PC_2$ to predict a residual flow $F_\Delta$. By iteratively refining the predicted flow, the warped points become progressively closer to $PC_2$. We can obtain a more accurate flow $F_a$ by adding the residual flow to the coarse flow level by level.

$$F_a = F_c + \sum_{i=1}^{l} F_\Delta_i$$  \hspace{1cm} (2)

In our setting, $p$ and $q$ are stored in a $h \times w \times 3$ matrix, located at their corresponding 2D grid $(u_1, v_1)$ and $(u_2, v_2)$ respectively. The warped points are obtained by adding the coarse flow $F_c$ ($h \times w \times 3$) to PC1. In this way, $\hat{p} = p + f_c$ is stored in $(u_1, v_1)$ rather than their corresponding 2D grid $(u_w, v_w)$. We present a new cost volume module equipped with a warping projection technique to deal with this problem. As illustrated in Fig. 6, we create a $h \times w \times 2$ matrix to store the warping index $(u_w, v_w)$ of every warped point in $PC_{1w}$. $(u_w, v_w)$ acts as an indexing variable between $(u_1, v_1)$ and $(u_2, v_2)$ during the calculation of cost volume. For each warped point in $PC_{1w}$ located at $(u_1, v_1)$, a kernel is placed around the corresponding indexing position $(u_w, v_w)$ on $PC_2$. Within the kernel, the distances between $PC_{1w}$ and $PC_2$ are calculated, and distant $PC_2$ points are filtered out while $K$ neighbors are retained.

During the computation of cost volume, each warped point has a corresponding 2D position due to our warping projection method. If we directly re-project $PC_{1w}$ to get $(u_w, v_w)$ and store them in the corresponding pixel, multiple points in $PC_{1w}$ could be mapped into the same grid and extra points would be merged. Our technique effectively avoids the loss of points resulted from merging operations. As a result, the complete point could be preserved. Our designed cost volume module also eliminates the need for a large kernel, thereby ensuring the processing efficiency.

4. Experiments

4.1. FlyingThings3D

Data Preprocessing: FlyingThings3D dataset is a synthetic dataset, consisting of 19640 training samples and 3824 testing samples. Following the preprocessing methods described in [51, 9, 45], the point clouds and ground truth scene flow are constructed from the depth map and optical flow. We remove points with depth exceeding 35m as [51, 9, 45]. We first train the model on a quarter of FlyingThings3D dataset to reduce training time, and then fine-tune the model on the complete dataset.
<table>
<thead>
<tr>
<th>Method</th>
<th>Input</th>
<th>2D Metrics</th>
<th>3D Metrics</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>EPE(_{2D})</td>
<td>ACC(_{1px})</td>
</tr>
<tr>
<td>FlowNet2.0 [10]</td>
<td>Image</td>
<td>5.05</td>
<td>72.8 %</td>
</tr>
<tr>
<td>PWC-Net [33]</td>
<td>Image</td>
<td>6.55</td>
<td>64.3 %</td>
</tr>
<tr>
<td>RAFT [35]</td>
<td>Image</td>
<td>3.12</td>
<td>81.1 %</td>
</tr>
<tr>
<td>FlowNet3D [17]</td>
<td>LiDAR</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>PointPWC-Net [51]</td>
<td>LiDAR</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>FLOT [27]</td>
<td>LiDAR</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>RAFT-3D [36]</td>
<td>Image+Depth</td>
<td>2.37</td>
<td>87.1 %</td>
</tr>
<tr>
<td>CamLiFlow [16]</td>
<td>Image+LiDAR</td>
<td>2.20</td>
<td>87.3 %</td>
</tr>
<tr>
<td>Ours</td>
<td>Image+LiDAR</td>
<td>2.02</td>
<td>85.9 %</td>
</tr>
</tbody>
</table>

Table 1. Quantitative results compared with recent methods on the FlyingThings3D dataset [21]. The performances are evaluated on all points (including occluded points and non-occluded points).

**Figure 7.** Qualitative visualization results of scene flow estimation. We compare our methods with FlowNet3D [17], HPLFlowNet [9] and PointPWC-Net [51] and FLOT [27]. Blue points represent \( PC_1 \). Green points represent accurate predictions and red points represent inaccurate predictions. (Accuracy is measured using ACC\(_{0.10}\).)

**Evaluation Metrics:** For a fair comparison, we adopt the following evaluation metrics as [17, 51, 9, 42]: EPE\(_{3D}\), ACC\(_{0.05}\), ACC\(_{0.10}\) for 3D scene flow evaluation and EPE\(_{2D}\), ACC\(_{1px}\) for 2D optical flow evaluation.

**Quantitative results:** The quantitative results on FlyingThings3D dataset are listed in Tab. 1. We compare our method with other baselines [10, 33, 35, 17, 51, 27, 32, 36, 16] in terms of the evaluation metrics described above. Results show that our method demonstrates comparable performance both in 2D metrics and 3D metrics.

**Qualitative results:** To demonstrate the effectiveness of our method for 3D scene flow prediction, we compare the performance of our model with other point-based methods [17, 9, 51, 27] on FlyingThings3D dataset. The qualitative results shown in Fig. 7 show that our method achieves scene flow prediction with least errors.

**4.2. KITTI Scene Flow 2015**

**Training:** KITTI Scene Flow dataset contains 200 training samples and 200 testing samples. Due to limited training samples, the model trained on FlyingThings3D are fine-tuned on KITTI dataset. Since KITTI dataset contains images with different size, we pad the images and the projected point clouds to a uniform size of 376 × 1242.

**Evaluation:** The dense depth maps are obtained from LEASTereo [6] for testing. We reconstruct point clouds from the estimated depth with the calibration parameters. We submit our results to the official KITTI website, which adopts the percentage of outliers as evaluation metrics.

**Comparison with State-of-the-Arts:** The quantitative results on KITTI Scene Flow dataset are listed in Tab. 2, which show that our method outperforms prior-arts. The visualization results are illustrated in Fig. 8.

**4.3. Implementation Details**

All experiments are conducted on NVIDIA Quadro RTX 8000 GPU with PyTorch 1.10.0. We use Adam [13] as our optimizer with \( \beta_1 = 0.9, \beta_2 = 0.999 \). The initial learning rate of 0.001 decays exponentially with a decaying rate \( \gamma = 0.8 \), and the decaying step is 80. Our designed network adopts the hierarchical structure, where both low-level and high-level flow are predicted. The optical flow and scene
flow are predicted similarly, both in a pyramid, warping, and cost volume (PWC) structure as Fig. 2. Therefore, we adopt a joint multi-scale supervised manner to train the model by adding optical flow loss and scene flow loss. Let $F_l = \{f_{li}^l \in \mathbb{R}^3\}_{i=1}^{N_l}$ be the predicted flow at level $l$, and $\hat{F}_l = \{\hat{f}_{li}^l \in \mathbb{R}^3\}_{i=1}^{N_l}$ be the corresponding ground truth flow. The training loss of optical flow and scene flow is calculated in the same way as follows:

$$loss = \sum_{l=1}^{4} w_l \left( \frac{1}{N_l} \sum_{i=1}^{N_l} \left\| f_{li}^l - \hat{f}_{li}^l \right\|_2 \right),$$

where $N_l$ denotes the number of valid points or pixels at level $l$, $w_l$ denotes the weighting factor of losses at different levels, and $w_1 = 0.1, w_2 = 0.2, w_3 = 0.3, w_4 = 0.8$.

4.4. Ablation Study

We conduct a series of ablation studies to verify the effectiveness of each component of our proposed network on the validation set of FlyingThings3D dataset.

Dense or Sparse Representation: We compare the performances of our method with or without 2D dense representation of point clouds. For experiments without the 2D dense representation, following [51, 45], we randomly select 8192 points and take them as input for the neural network. As 2D representation allows us to input more information, the model using dense representation outperforms the sparse 3D representation as shown in Tab. 3 (a).

Warping Projection in Cost Volume: For experiments without our proposed warping projection technique, we project directly the $PC_{1w}$ onto 2D plane and merge multiple projected points in the same grid. The flow embedding features for merged points are obtained from interpolation. Results in Tab. 3 (b) demonstrate that the warping projection technique is useful in avoiding information loss and thus improve the model’s performance.

Attentive Feature Fusion: For experiments without feature fusion, the network takes only point clouds as input. Non-attentive feature fusion simply concatenates the image features and point cloud features. Our feature fusion approach utilizes an attention mechanism to aggregate features in a pixel-point manner. We find that feature fusion improves prediction accuracy, and the attention-based fusion reports the best performance, as shown in Tab. 3 (c).

Kernel Based Grouping: For experiments without kernel based grouping, the network use KNN algorithm to group
neighbors among all points. As shown in Tab. 3 (d), similar or even better performance is obtained because the searching range includes all points. However, the searching process becomes computationally expensive. Therefore, we compare the latency of our model with and without the kernel based grouping technique. The results in Tab. 4 show that the efficiency drops by a factor of 20.

4.5. Analysis

The experimental results demonstrate that our proposed method achieves comparable performance on both FlyingThings3D and KITTI dataset. We attribute this improvement to three key components of our approach: First, our approach benefits from the dense representation. Previous methods often take a sparse set of points as input, typically 8192 points, which is much less than the total points in a scene. This downsampling operation leads to a loss of details and may result in an incomplete representation of the scene. In contrast, we store unordered 3D points in regular 2D grids. The dense representation provides a more precise structure of the scene, allowing us to preserve complete information without losing points. Second, the proposed cost volume with the warping projection technique significantly reduces the size of the search kernel, thus improving the computational efficiency. Unlike previous warping methods that directly project the warped points onto 2D plane and merge extra points projected into the same grid, our new warping projection technique enables us to avoid such information loss by storing the corresponding warped 2D coordinates as intermediate indexes. Third, the multi-modal feature fusion further improves the motion prediction. The integration of image and point cloud is advantageous as they are complementary to each other. Images contain rich color information, while point clouds provide abundant 3D geometrical information. Our attentive feature fusion between these modalities contributes to a more precise and distinctive representation of points. Overall, our approach leverages more input data and reduces information loss to improve the prediction accuracy of point-wise motion.

4.6. Discussion

We further evaluate the performance of our model by comparing the running time and size with other methods. As shown in Tab. 4, our framework outperforms others in terms of efficiency. Since the number of valid points may vary across frames, we calculate the average number of valid points in the validation split of the dataset.

Limitations: The projection-based framework requires the input point cloud to be 2.5D format, otherwise multiple points could be mapped into the same grid. In the future, we plan to introduce hash map to store multiple points to address this issue. Currently, our method is applicable to FlyingThings3D and KITTI dataset since the point clouds are converted from depth map. Considering the surface-scanning characteristic of LiDAR sensor, our method is still practical in autonomous driving.

5. Conclusion

In this paper, we propose DELFlow, allowing us to take the entire point clouds of a scene as input and efficiently estimate scene flow at once. To preserve the complete information of raw point clouds without losing details, we introduce a cost volume module based on warping projection. Besides, the attentive feature fusion from images and point clouds further improves the accuracy. By leveraging more data input and reducing information loss, our approach outperforms prior-arts in efficiency and effectiveness.
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