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Abstract

Rotated object detection aims to identify and locate ob-
jects in images with arbitrary orientation. In this sce-
nario, the oriented directions of objects vary consider-
ably across different images, while multiple orientations
of objects exist within an image. This intrinsic charac-
teristic makes it challenging for standard backbone net-
works to extract high-quality features of these arbitrar-
ily orientated objects. In this paper, we present Adaptive
Rotated Convolution (ARC) module to handle the afore-
mentioned challenges. In our ARC module, the convo-
lution kernels rotate adaptively to extract object features
with varying orientations in different images, and an effi-
cient conditional computation mechanism is introduced to
accommodate the large orientation variations of objects
within an image. The two designs work seamlessly in ro-
tated object detection problem. Moreover, ARC can con-
veniently serve as a plug-and-play module in various vi-
sion backbones to boost their representation ability to de-
tect oriented objects accurately. Experiments on commonly
used benchmarks (DOTA and HRSC2016) demonstrate that
equipped with our proposed ARC module in the backbone
network, the performance of multiple popular oriented ob-
ject detectors is significantly improved (e.g. +3.03% mAP
on Rotated RetinaNet and +4.16% on CFA). Combined with
the highly competitive method Oriented R-CNN, the pro-
posed approach achieves state-of-the-art performance on
the DOTA dataset with 81.77% mAP. Code is available at
https://github.com/LeapLabTHU/ARC.

1. Introduction

Rotated object detection has become an emerging re-
search topic in recent years [74, 89, 56]. Different from
generic object detection, where object instances are as-
sumed to be aligned with the image axes, objects in the
natural scenes are prone to be placed with arbitrary orienta-
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Figure 1. The motivation of our work. In the rotated object de-
tection scenario, object instances with similar visual appearance
are placed with arbitrary orientation (e.g., the cars). As a result,
it is reasonable to rotate the convolution kernels according to the
orientation of the objects in a data-dependent manner rather than
processing the image samples with the same static kernel.

tion. This phenomenon is commonly observed in the field
of scene text detection [93, 41, 40], face detection [38, 84],
and aerial image recognition[32, 49, 74], etc. In particular,
in Embodied AI[11, 77,50, 80, 13] tasks, as the agents need
to explore and interact with the environment [4, 3, 42], the
captured images may contain an object from arbitrary view-
points [15, 59]. This poses great challenges for detection
algorithms to accurately locate oriented objects.

Recently, considerable progress has been achieved in de-
tecting rotated objects. For instance, various rotated object
representations [79, 17, 44, 34, 91] and more suitable loss
functions for these object representations [56, 6, 88, 90, 92]
have been extensively analyzed. The mechanisms of the
rotated region of interest extraction [9, 76] and label as-
signment strategies [52, 53] have also been well explored.
Moreover, the structure of the detection networks, includ-
ing the neck [89, 86, 87] and head [19, 33] of detectors, and
rotated region proposal networks [76, 7] has been compre-
hensively studied as well. However, little effort has been
made in the design of a proper backbone feature extractor.
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The quality of the features extracted by backbone net-
works is crucial to many vision tasks. In particular, rotated
object detection raises great challenges for backbone net-
work design, since the orientation of objects varies across
different images. In the meanwhile, multiple orientations
of objects also exist within an image. Despite the signifi-
cant differences between the images with generic items and
those with oriented objects, the design of conventional vi-
sual backbones has mostly ignored the inherent characteris-
tics. Therefore, the architecture of standard backbone mod-
els may be sub-optimal in the rotated object detection task.

In this paper, we address the above challenges by propos-
ing a simple yet effective Adaptively Rotated Convolu-
tion (ARC) module. In this module, the convolution kernel
adaptively rotates to adjust the parameter conditioned on
each input (Fig. 1), where the rotation angle is predicted
by a routing function in a data-dependent manner. Further-
more, an efficient conditional computation technique is em-
ployed, which endows the detector with more adaptability
to handle objects with various orientations within an im-
age. Specifically, multiple kernels are rotated individually
and then combined together before being applied for convo-
lution operations. This combine-and-compute procedure is
equivalent to performing convolution with different kernels
separately and then summing up the obtained results, yet the
computation could be significantly reduced [22]. The two
designs work seamlessly, effectively enlarging the param-
eter space and elegantly endowing the network with more
flexibility to detect objects in different orientations.

The proposed ARC module can conveniently serve as a
plug-and-play module in convolution layers with arbitrary
kernel size. As a result, any backbone network with convo-
lution layers can enjoy the powerful representation ability
of rotated objects by using the ARC module. For example,
we can replace the convolution layers with the ARC mod-
ule in the commonly used backbone network ResNet [31]
to build the proposed backbone network ARC-ResNet.

We evaluate our method on two popular rotated object
detection benchmarks (DOTA [74] and HRSC2016 [49]).
Extensive experiments validate that with the backbone net-
work equipped with our proposed adaptive rotated convolu-
tion (ARC) module, the performance of various popular ori-
ented object detectors can be effectively enhanced on both
datasets. When combined with a highly competitive method
Oriented R-CNN [76], our approach achieves state-of-the-
art performance on the DOTA-v1.0 benchmark.

2. Related work

Rotated object detection attempts to extend generic hori-
zontal detection to a finer-grained problem by introducing
the oriented bounding boxes. Along this path, one line of
work is devoted to establishing specialized rotated object
detectors, including the feature refinement design in the de-

tector neck [89, 86, 87], the oriented region proposal net-
work [76, 7], the rotated region of interest (Rol) extraction
mechanism [9, 76], detector head design [19, 33] and ad-
vanced label assignment strategy [52, 53]. Another line of
work focuses on designing more flexible object representa-
tions. For example, Oriented RepPoints [44] represent ob-
jects as a set of sample points. Gliding Vertex [79] intro-
duces a novel representation by adding four gliding offset
variables to classical horizontal bounding box representa-
tion. CFA [17] models irregular object layout and shape
as convex hulls. G-Rep [34] proposes a unified Gaussian
representation to construct Gaussian distributions for ori-
ented bounding box, quadrilateral bounding box, and point
set. Meanwhile, a proper loss function for various ori-
ented object representations has also been extensively stud-
ied. GWD [88] and KLD [90] convert the rotated bound-
ing box into a 2-D Gaussian distribution, and then calculate
the the Gaussian Wasserstein distance and Kullback-Leibler
Divergence separately as losses. KFIoU [92] proposes an
effective approximate SkeloU loss on Gaussian modeling
and Kalman filter. Furthermore, some studies approach the
problem from unique perspectives. [85].

Albeit effective, the aforementioned works generally fo-
cus on the detector design, while the design of a proper
backbone feature extractor is rarely explored. ReDet [20]
incorporates rotation-equivariant operations [73] into the
backbone to produce rotation-equivariant features. Al-
though the orientation information is reserved by rotation-
equivariant operations, the variation of oriented objects
within an image and across the dataset is ignored. In con-
trast, the proposed adaptive rotated convolution method em-
braces this characteristic of rotated objects.

Dynamic network is an emerging research topic in the deep
learning community [22]. In contrast to static network mod-
els, which share a fixed computation paradigm across dif-
ferent samples, dynamic networks can adapt their network
structures or parameters to the input in the inference stage,
and thus enjoy some favorable properties over static mod-
els such as efficiency, representation power, adaptiveness,
compatibility, and interpretability. Dynamic networks can
be divided into the following three categories: sample-wise,
spatial-wise, and temporal-wise dynamic networks.

Sample-wise dynamic networks process different inputs
in a data-dependent manner and are typically designed
from two perspectives: dynamic architecture and dynamic
parameter. The former one generally adjusts model ar-
chitecture to allocate appropriate computation based on
each sample, therefore reducing redundant computation for
increased efficiency. Popular techniques include early-

eXItlng[ s s s s s ]’ layer Sk‘lpplng [ ’ ]7 mix-
ture of experts [58, 54, 12], and dynamic routing in su-
pernets [01, 45]. In contrast, dynamic parameter approach

adapts network parameters to every input with fixed com-
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(a) A 3X3 conv kernel
before rotation.
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(e) The conv kernel
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(d) Sample new parameters
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Figure 2. The procedure of rotating a 3 x 3 convolution kernel. (a) One channel of the original 3 x 3 convolution kernel. (b) By
interpolation techniques, the 33 weight values can span into a 2D kernel space. (c) Rotate the original coordinates to get the sample
coordinates for the new rotated convolution kernel. (d) Sample weight values in the new rotated coordinates from the kernel space. (e) The
rotated convolution kernel weights are obtained by sampling from the original space.

putational graphs, with the goal of boosting the represen-
tation power with minimal increase of computational cost.
The parameter adaptation can be achieved from four as-
pects: 1) adjusting the trained parameters based on the in-
put [60, 81]; 2) directly generating the network parameters
from the input [18, 39, 16, 51]; 3) adapting the kernel shape
conditioned on the input [98, 8, 75]; and 4) rescaling the
features with soft attention [66, 35, 26]. Spatial-wise dy-
namic networks perform spatially adaptive inference on the
most informative regions, and reduce the unnecessary com-
putation on less important areas. Existing works mainly in-
clude three levels of dynamic computation: resolution level
[83, 97, 27, 28, 29], region level [72, 37] and pixel level
[10, 64, 78, 24]. Temporal-wise dynamic networks extend
the ideology of dynamic computation into the sequential
data, typically on processing text data [25] and videos [70].
Our proposed method can be categorized into the param-
eter adjusting class. With adaptive rotated convolution ker-
nel parameters, the proposed convolution module boosts the
representation power of the backbone feature extractor, es-
pecially under the rotated object detection scenario.

3. Method

In this section, we first introduce the convolution kernel
rotation mechanism given a rotation angle 6 (Sec. 3.1). The
network structure and the design methodology of the rout-
ing function are further presented (Sec. 3.2). Finally, the
overall picture of the proposed adaptive convolution mod-
ule is illustrated in Sec. 3.3. We also provide the implemen-
tation details of the ARC module in Sec. 3.4.

3.1. Rotate the convolution kernels

The standard convolution, adopted as the backbone of
most oriented object detectors, employs consistent parame-
ters to extract features from all image samples. In scenar-
ios of rotated object detection, this implies that object in-
stances, irrespective of their rotational angles, are processed
using a static convolution kernel oriented in a fixed direc-
tion. To bridge the gap between arbitrarily-oriented object

instances and these statically-oriented convolution kernels,
we propose rotating the convolution kernels by sampling
weights within the kernel space in a data-driven manner.

First, we illustrate how one channel of a convolution ker-
nel rotates given a rotation angle . We define the counter-
clockwise direction as positive. Instead of treating the con-
volution weight as independent parameters (Fig. 2(a)), we
treat them as sampled points from a kernel space. There-
fore, the original convolution parameters can span a kernel
space by interpolation (Fig. 2(b)). In practice, we use bilin-
ear interpolation. The procedure of rotating a convolution
kernel is the procedure of sampling new weight values in the
rotated coordinates from the kernel space. The sample co-
ordinates are obtained by revolving the original coordinates
clockwise around the central point by 6 degree (Fig. 2(c)).
By sampling the values from the original kernel space in the
rotated coordinates (Fig. 2(d)), the rotated convolution ker-
nel is obtained (Fig. 2(e)). Note that to rotate the convolu-
tion kernel by 6 degrees counter-clockwise, the coordinates
in Fig. 2 need to take a € degree clockwise rotation.

Now that the mechanism of rotating one channel of a
convolution kernel (with a shape of [k, k], k is the kernel
size) is given, the rotation procedure of the overall parame-
ters of a convolution layer (with a shape of [Cyyt, Cin, k, K],
where Cj, and C,,; denote the number of input channels
and the number of output channels, respectively) is easily
extended. We simply apply the same procedure to all the
C},, channels and all the C,,,; kernels to obtain the rotated
weight parameter for a convolution layer.

3.2. Routing function

The routing function is one of the key components of
the proposed adaptive rotated convolution module because
it predicts the rotation angles and the combination weights
in a data-dependent manner. The routing function takes the
image feature x as input and predicts a set of rotated an-
gles [0, - - ,0,] for the set of kernels and the correspond-
ing combination weights [\, - - - , A,] for them.

The overall architecture of the routing function is shown
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Figure 3. The illustration of the propgsed adaptive rotated convolution module (ARC module). (a) The macro view of the ARC
module. The final convolution kernels W are generated from the original convolution parameter W, guided by the input feature map .

(b) The process of convolution kernel generation. The kernels W = [Wy,--- , W, ] rotate @ = [01, - -

. ,Gn] degree and then combine

together with the weight A = [A1,--- , An]. The 0 and the A are predicted by the routing function in a data-dependent manner. (c) The
architecture of the routing function. The image feature x is encoded by a depthwise convolution with an average pooling layer followed
behind. The 6 and the X are predicted by two different branches with different activation functions, respectively.

in Fig. 3(c). The input image feature x, with a size of
[Cin, H, W], is first fed into a lightweight depthwise con-
volution with a 3x3 kernel size, followed by a layer nor-
malization [2] and a ReLU activation. Then the activated
feature is averaged pooled into a feature vector with Cj,
dimensions. The pooled feature vector is passed into two
different branches. The first branch is the rotation angle pre-
diction branch, composed of a linear layer and a softsign ac-
tivation. We set the bias of this linear layer as false to avoid
learning biased angles. The softsign activation is adopted
to have a low saturation speed. In addition, the output of
softsign layer is multiplied by a coefficient to enlarge the
range of rotation. The second branch, named combination
weights prediction branch, is responsible for predicting the
combination weights A. It is constructed by a linear layer
with bias and a sigmoid activation. The routing function is
initialized from a zero-mean truncated normal distribution
with 0.2 standard deviation to let the module produce small
values at the start of the learning procedure.

3.3. Adaptive rotated convolution module

In a regular convolution layer, the same convolution ker-
nel is used for all input images. In contrast, the convolu-
tion kernel is adaptively rotated according to different in-
put feature maps in the proposed adaptive rotated convolu-
tion module. Considering that object instances in an image
usually face multiple directions, we introduce a conditional
computation mechanism to handle objects of multiple ori-
entations in the ARC module. The ARC module has n ker-
nels (W, --- ,W,,), each with a shape of [Coyt, Cin, k, k]
Given the input feature x, the routing function f predicts a

set of rotation angles 8 and combination weights A:

0,1 = f(x). (1)

The n kernels first rotate individually according to the pre-
dicted rotation angle @ = [01,602,- - ,0,],

W! = Rotate(W;;6;),i = 1,2, ,n, (2)

where 6; denotes the rotation angle for W;, W/ is the rotated
kernel, and Rotate(+) is the procedure described in Sec. 3.1.
A naive usage of these rotated kernels is convolving them
with the input feature maps separately and adding the output
feature maps together in an element-wise manner

y=MW]*xx)+da(Wyxx)+-+ X\, (W) xx), 3)

where A = [A1, Aa, -+, \,] is the combination weights
predicted by the routing function, * is the convolution op-
eration, and y is the combined output feature maps. In-
spired by the conditional parameterization technique [81],
the above formula Eq. (3) can be written as

which means convolving the input feature separately and
adding the output of these features (Eq. (3)) is equivalent
to performing one convolution operation with the combined
convolution weight of these kernels (Eq. (4)). This strategy
increases the representation ability of the network for cap-
turing the features of multiple oriented objects yet remains
highly efficient because the heavy convolution computation
only occurs once in Eq. (4) compared to in Eq. (3).
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Method ‘Backbone‘ PL BD BR GIF SV Lv SH TC BC ST SBF RA HA SP HC ‘ mAP

Single-stage methods

Rotated R50 89.29 78.54 41.13 66.29 76.92 61.68 77.40 90.89 81.37 82.89 59.05 63.79 55.05 61.95 40.14| 68.42
RetinaNet [47] | ARC-R50 | 89.59 82.45 41.66 71.30 77.71 63.15 78.04 90.90 84.95 83.55 57.74 69.06 54.72 72.34 54.58 | 71.45(13,3)

R50 89.00 75.60 46.64 67.09 76.18 73.40 79.02 90.88 78.62 84.88 59.00 61.16 63.65 62.39 37.94| 69.70
ARC-R50 | 89.49 78.04 46.36 68.89 77.45 72.87 82.76 90.90 83.07 84.89 58.72 68.61 64.75 68.39 49.67| 72.32(12¢2)

R50 89.30 80.11 50.97 73.91 78.59 77.34 86.38 90.91 85.14 84.84 60.45 66.94 66.78 68.55 51.65| 74.13
ARC-RS50 | 89.28 78.77 53.00 72.44 79.81 77.84 86.81 90.88 84.27 86.20 60.74 68.97 66.35 71.25 65.77| 75.49(1136)

Two-stage methods

Rotated Faster R50 89.40 81.81 47.28 67.44 73.96 73.12 85.03 90.90 85.15 84.90 56.60 64.77 64.70 70.28 62.22| 73.17
R-CNN [57] | ARC-R50|89.49 82.11 51.02 70.38 79.07 75.06 86.18 90.91 84.23 86.41 56.10 69.42 65.87 71.90 63.47| 74.77 11.60)

R50 88.85 75.31 50.68 68.27 79.83 74.61 86.43 90.85 80.67 85.11 50.29 61.05 64.99 67.00 16.65| 69.37
ARC-R50 | 88.96 79.77 52.08 75.32 79.46 74.79 86.98 90.87 80.90 86.07 58.16 66.85 66.15 69.90 46.74 | 73.53(14.16)

Oriented R50 89.48 82.59 54.42 72.58 79.01 82.43 88.26 90.90 86.90 84.34 60.79 67.08 74.28 69.77 54.27| 75.81
R-CNN[76] | ARC-R50|89.40 82.48 5533 73.88 79.37 84.05 88.06 90.90 86.44 84.83 63.63 70.32 74.29 7191 65.43| 77.35(1154)

R3Det [86]

S2ANet [19]

CFA [17]

Table 1. Experiment results on the DOTA dataset among various detectors. In the backbone column, R50 stands for ResNet-50 [31],
and ARC-R50 is the backbone network that replaces the 3 x 3 convolution in the last three stage of ResNet-50 with the proposed ARC
module. We conduct experiments on a variety of popular rotated object detection networks, including both single-stage methods (Rotated
RetinaNet [47], R3Det [86], S2ANet [19] ) and two-stage approaches (Rotated FasterR-CNN [57], CFA [17], Oriented R-CNN [76]).
Experimental results validate the effectiveness and compatibility of the proposed method on various oriented detectors.

Method \ Backbone | APsy; AP;5 mAP ing the detailed experiment setup, which includes datasets
Rotated R50 8420 5850 52.70 and training configurations, in Sec. 4.1. Then the main re-
RetinaNet [47] | ARC-R50 | 85.10 60.20 53.97(127) sults of our method with various rotated object detectors on

two commonly used datasets are presented in Sec. 4.2. The
comparison results with competing approaches are demon-
strated in Sec. 4.3. Finally, the ablation studies in Sec. 4.4
and the visualization results in Sec. 4.5 further validate the
effectiveness of the proposed method.

R50 89.70  65.30 55.65
ARC-R50 | 90.00 67.40 57.77 1212

Oriented R50 90.40 88.81 70.55
R-CNN [76] ARC-R50 | 9041 89.02 72.39(11.84)

Table 2. Experiment results on the HRSC2016 dataset. The
proposed kernel rotation mechanism is also effective on the 4.1. Experiment settings
HRSC2016 dataset on some popular rotated object detectors.

S2ANet [19]

. . Datasets. We evaluate the proposed methods on two
3.4. Implementation details widely used oriented object detection benchmarks, i.e.,

Since the proposed ARC module can conveniently serve DOTA-v1.0 [74] and HRSC2016 [49].

as a plug-and-play module for any backbone network DOTA [74] is a large-scale rotated object detection
with convolutional layer, we build the proposed back- dataset containing 2806 photographs and 188282 instances
bone network ARC-ResNet based on the commonly used with oriented bounding box annotations. The following
ResNet [31]. For the following experiments, we replace all fifteen object classes are covered in this dataset: Plane
the 3 x 3 convolutions in the last three stages and keep the (PL), Baseball diamond (BD), Bridge (BR), Ground track
1 x 1 convolution the same as before, since 1 x 1 convo- field (GTF), Small vehicle (SV), Large vehicle (LV), Ship
lution is rotational invariant. The ablation studies on the (SH), Tennis court (TC), Basketball court (BC), Storage
performance of replacing different parts of the network are tank (ST), Soccer-ball field (SBF), Roundabout (RA), Har-
illustrated in Sec. 4.4. In addition, we scale down the learn- bor (HA), Swimming pool (SP), and Helicopter (HC).
ing rate of the proposed backbone network during training. The image size of the DOTA dataset is extensive: from
This adjustment on the rotated object detection tasks helps 800800 to 4000x4000 pixels. We crop the raw images
avoid drastic changes in the predicted rotation angles. into 1024x 1024 patches with a stride of 824, which means
the pixel overlap between two adjacent patches is 200. With

4. Experiments regard to multi-scale training and testing, we first resize the
raw pictures at three scales (0.5, 1.0, and 1.5) and crop them

In this section, we empirically evaluate our proposed into 1024 x 1024 patches with the stride of 524. Following
backbone network equipped with adaptive rotated convolu- the common practice, we use both the training set and the
tion on various detection networks. We begin by introduc- validation set for training, and the testing set for testing.
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Method ‘ Backbone ‘ PL BD BR GTF SV LV SH TC BC ST SBF RA HA SP  HC ‘ mAP
Single-stage methods
DRN [55] H104 88.91 80.22 43.52 63.35 73.48 70.69 84.94 90.14 83.85 84.11 50.12 58.41 67.62 68.60 52.50| 70.70
R3Det [86] R101 88.76 83.09 50.91 67.27 76.23 80.39 86.72 90.78 84.68 83.24 61.98 61.35 66.91 70.63 53.94| 73.79
PloU [6] DLA34 |80.90 69.70 24.10 60.20 38.30 64.40 64.80 90.90 77.20 70.40 46.50 37.10 57.10 61.90 64.00| 60.50
RSDet [56] R101 89.80 82.90 48.60 65.20 69.50 70.10 70.20 90.50 85.60 83.40 62.50 63.90 65.60 67.20 68.00| 72.20
DAL [53] R50 88.68 76.55 45.08 66.80 67.00 76.76 79.74 90.84 79.54 78.45 57.71 62.27 69.05 73.14 60.11| 71.44
S2ANet [19] R50 89.30 80.11 50.97 73.91 78.59 77.34 86.38 90.91 85.14 84.84 60.45 66.94 66.78 68.55 51.65| 74.13
G-Rep [34] R101 88.89 74.62 43.92 70.24 67.26 67.26 79.80 90.87 84.46 78.47 54.59 62.60 66.67 67.98 52.16| 70.59
Two-stage methods
ICN [1] R101 81.36 74.30 47.70 70.32 64.89 67.82 69.98 90.76 79.06 78.20 53.64 62.90 67.02 64.17 50.23| 68.16
CAD-Net [94] R101 87.80 82.40 49.40 73.50 71.10 63.50 76.60 90.90 79.20 73.30 48.40 60.90 62.00 67.00 62.20| 69.90
Rol Trans [Y] R101 88.64 78.52 43.44 7592 68.81 73.68 83.59 90.74 77.27 81.46 58.39 53.54 62.83 58.93 47.67| 69.56
SCRDet [89] R101 89.98 80.65 52.09 68.36 68.36 60.32 72.41 90.85 87.94 86.86 65.02 66.68 66.25 68.24 65.21| 72.61
G. Vertex [79] R101 89.64 85.00 52.26 77.34 73.01 73.14 86.82 90.74 79.02 86.81 59.55 70.91 72.94 70.86 57.32| 75.02
FAOD [43] R101 90.21 79.58 45.49 76.41 73.18 68.27 79.56 90.83 83.40 84.68 53.40 65.42 74.17 69.69 64.86| 73.28
CenterMap [68] R50 88.88 81.24 53.15 60.65 78.62 66.55 78.10 88.83 77.80 83.61 49.36 66.19 72.10 72.36 58.70| 71.74
FR-Est [14] R101 89.63 81.17 50.44 70.19 73.52 77.98 86.44 90.82 84.13 83.56 60.64 66.59 70.59 66.72 60.55| 74.20
Mask OBB [67] R50 89.61 85.09 51.85 72.90 75.28 73.23 85.57 90.37 82.08 85.05 55.73 68.39 71.61 69.87 66.33| 74.86
ReDet [20] ReR50 |88.79 82.64 53.97 74.00 78.13 84.06 88.04 90.89 87.78 85.75 61.76 60.39 75.96 68.07 63.59| 76.25
AOPG [7] R101 89.14 82.74 51.87 69.28 77.65 82.42 88.08 90.89 86.26 85.13 60.60 66.30 74.05 67.76 58.77| 75.39
SASM [33] R50 86.42 78.97 52.47 69.84 77.30 75.99 86.72 90.89 82.63 85.66 60.13 68.25 73.98 72.22 62.37| 74.92
R50 89.48 82.59 54.42 72.58 79.01 82.43 88.26 90.90 86.90 84.34 60.79 67.08 74.28 69.77 54.27| 75.81
Oriented ARC-R50 |89.40 82.48 55.33 73.88 79.37 84.05 88.06 90.90 86.44 84.83 63.63 70.32 74.29 71.91 65.43| 77.35(;1.4)
R-CNN [76] R101 89.51 84.50 54.67 73.10 78.77 82.87 88.08 90.90 86.97 85.38 63.06 67.35 7591 68.73 5191 | 76.11
ARC-R101 | 89.39 83.58 57.51 75.94 78.75 83.58 88.08 90.90 85.93 85.38 64.03 68.65 75.59 72.03 65.68| 77.70(11.59)

Table 3. Experimental results on the DOTA dataset compared with state-of-the-art methods. In the backbone column, H104 denotes
the 104-layer hourglass network [

50 and ResNet-101 [

], DLA34 refers to the 34-layer deep layer aggregation network [

], respectively, ReR50 is proposed in ReDet [

], R50 and R101 stand for ResNet-
] with rotation-equivariant operations, ARC-R50 and ARC-R101 is

the proposed backbone network which replaces the 3 x3 convolutions in ResNets with the proposed adaptive rotated convolution.

Method ‘ Backbone ‘ mAP
R3Det [806] R152 76.47
SASM [33] RX101 79.17
S2ZANet [19] R50 79.42
ReDet [20] ReR50 80.10
R3Det-GWD [88] R152 80.19
R3Det-KLD [90] R152 80.63
AOPG [7] R50 80.66
KFIoU [92] Swin-T 80.93
RVSA [65] ViTAE-B | 81.24
. R50 80.62
Oriented R-CNN [76] ARC-R50 | 81771115

Table 4. Experiment results on the DOTA dataset. The results
are obtained under multi-scale training and testing strategies.

The mean average precision and the average precision of
each category are obtained by submitting the testing results
to the official evaluation server of the DOTA dataset.

HRSC2016 [49] is another widely-used arbitrary-
oriented object detection benchmark. It contains 1061 im-
ages with sizes ranging from 300x300 to 1500x900. Both
the training set (436 images) and validation set (181 images)
are used for training and the remaining for testing. For the
evaluation metrics on the HRSC2016 [49], we report the
COCO [48] style mean average precision (mAP) as well as

the average precision under 0.5 and 0.75 threshold (APsg
and AP7s). In the data pre-processing procedure, we do not
change the aspect ratios of images.

Implementation Details. The results on DOTA and
HRSC2016 are obtained using the MMRotate [96] tool-
box, except that Oriented R-CNN [76] is implemented with
OBBDetection codebase. On the DOTA dataset, we train
all the models for 12 epochs. On the HRSC2016 dataset,
the Rotated RetinaNet [47] is trained for 72 epochs, while
S2ANet [19] and Oriented R-CNN [76] are trained for 36
epochs. The detailed configuration of various detectors is
provided in the supplementary material. Although the de-
tailed training configuration varies among different detec-
tors and different datasets, we keep it the same between
the experiments using our proposed backbone networks and
baseline backbone networks for fair comparisons.

4.2. Effectiveness on various architectures

We compare the backbone network equipped with our
proposed ARC module with counterparts that use a canoni-
cal ResNet-50 [31]. The experiment results on DOTA [74]
dataset and HRSC2016 [49] dataset are shown in Tab. 1
and Tab. 2, respectively. From the results, we find that our
method significantly improves the generalization ability of
various rotated object detection networks. On the most pop-
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Oriented R-CNN [9] +1.16

+ adaptive rotation

++ cond. computation

DOTAmAP 75 76 77

Figure 4. Ablation studies on the influence of adaptive kernel ro-
tation and the effect of conditional computation. The experiments
are conducted on Oriented R-CNN with DOTA dataset.

ular oriented object detection benchmark DOTA-v1.0, the
proposed method achieves significant improvement on both
single-stage and two-stage detectors.

For single-stage detectors, our method could improve
3.03% mAP for Rotated RetinaNet [47], 2.62% mAP for
R3Det [86], and 1.36% mAP for S2ANet [19]. For two-
stage detectors, our method could also get more than 1.5%
mAP improvement (+1.60% mAP for Rotated Faster R-
CNN [57], 44.16% mAP for CFA [17], and +1.54% mAP
for Oriented R-CNN [76]). On the HRSC2016 [49] dataset,
the proposed method could also achieve remarkable im-
provement (1.27% mAP improvement for Rotated Reti-
naNet [47], 2.12% for S2ANet [19], and 1.84% for Oriented
R-CNN [76]). These experimental results verify that the
proposed backbone networks are compatible with various
detection network architectures and can effectively improve
their performance on the oriented object detection tasks.

4.3. Comparison with state-of-the-art methods.

We report full experimental results, including the aver-
age precision of each category and the mean average preci-
sion (mAP) on the DOTA dataset to make a fair comparison
with the previous methods. We combine the proposed back-
bone network with one of the highly competitive method
Oriented R-CNN [76]. The single-scale and the multi-scale
training and testing results are shown in Tab. 3 and Tab. 4,
respectively. When we use the ARC-ResNet-50 backbone,
the adaptive rotated convolution can improve the mAP of
Oriented R-CNN by 1.54% over the static convolution un-
der the single scale training and testing strategy. As the
depth of backbone network goes deeper to 101, the adaptive
rotated convolution can still enhance the mAP by 1.59%.
Under the multi-scale training and multi-scale testing strat-
egy, our method reaches 81.77% mAP with ResNet-50 as
the base model. This result is highly competitive and sur-
passes all other existing methods, even when compared with
counterparts with vision transformer backbone [92, 65] or
with advanced model pretraining mechanism [30, 65].

4.4. Ablation studies

We conduct ablation studies to analyze how different de-
sign choices affect the rotated object detection performance.

Backbone | n | Params(M) FLOPs(G) FPS (img/s) | mAP
R50 1 41.14 211.43 29.9 75.81
R101 1 60.13 289.33 27.6 76.11

ARC-R50 | 1 41.18 211.85 29.6 76.97

ARC-R50 | 2 52.25 211.89 29.2 77.17

ARC-R50 | 4 74.38 211.97 29.2 71.35

ARC-R50 | 6 96.52 212.06 29.1 77.38

Table 5. Ablation studies on the kernel number n. The experiments
are conducted on Oriented R-CNN with DOTA dataset.

We first demonstrate that the adaptive kernel rotation mech-
anism significantly outperforms the static convolution ap-
proach. We further present the effectiveness of the condi-
tional computation mechanism and the ablation studies on
kernel number n. We then examine the effect of replacing
different stages of the backbone network. Finally, the archi-
tecture design of our routing function is studied.

Adaptive kernel rotation. First, wecompare the perfor-
mance between rotating the convolution kernels in a data-
dependent manner and the static convolution on the DOTA
dataset. The experiment results are shown in Fig. 4. From
the comparison between the first two rows in Fig. 4, we find
that by employing the adaptive kernel rotation, the perfor-
mance of the object detector boosts (+1.16% mAP on Ori-
ented R-CNN [76], which is highly competitive with SOTA
methods). This experiment verifies the effectiveness of the
proposed adaptive convolution kernel rotation approach for
its adaptability on capturing oriented objects.

Conditional computation. The results in row 2 and row
3 of Fig. 4 show the effect of adopting more adaptive rotated
kernels. By endowing the convolution kernel with more di-
rection of rotation, the performance of the oriented object
detector further increases. This is because the objects in
an image usually have multiple orientations, and a single
adaptive kernel is insufficient. Adopting more kernels with
different orientation angles can endow the backbone feature
extractor with more flexibility to produce high-quality fea-
tures of these arbitrarily oriented objects.

Ablation on kernel number. Tab. 5 reports the infor-
mation on the parameters, FLOPs, and inference speed (in
FPS) and performance (in mAP) of different kernel numbers
n. The FLOPs are calculated with 1024 x 1024 image res-
olution. The FPS is tested on an RTX 3090 with batch size
1, utilizing FP16 and torch.compile(). The results demon-
strate that, as we progressively increase the number of ker-
nels, the mAP exhibits a consistent upward trend. Mean-
while, FLOPs and FPS are essentially unchanged. This phe-
nomenon demonstrate that the proposed method achieves
remarkable improvement in mAP while maintaining a high
level of efficiency, with only a marginal increase of 0.002%
in FLOPs and less than 2.7% drop in FPS compared to the
baseline model. Note that the number of parameters is no
longer the bottleneck for evaluating model efficiency.
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(b) Visualization results with our method

Figure 5. Visualization results of the oriented object detection on the test dataset of DOTA [74]. The upper row displays the bounding boxes
predicted by Oriented R-CNN [76] with ResNet-50 backbone as baseline. Right column shows the predictions of the Oriented R-CNN
equipped with our proposed ARC module. Zoom in for best view.

Stagel ~Stage2 Stage3 Stage4 | mAP
- - - - 75.81
- ; ; | T 0
= = / / 77-29(T1'48)
: v v V| 7135008

Table 6. Ablation studies of the replacement strategy on the DOTA
dataset. The experiments are conduct on Oriented R-CNN with
ARC-ResNet-50 backbone network, which have 3, 4, 6, 3 blocks
on each stage, respectively. The symbol ‘v’ means we replace all
the convolution layers in this stage, while the symbol ‘-’ means we
do not replace any convolution blocks in this stage.

Replacement strategy. Since the feature pyramid net-
work (FPN) [46] is attached to the last three stages of the
backbone network, we do not replace the convolution layer
in the first stage and ablate the replacement strategy in the
last three stages. The ablation experiments are conducted on
Oriented R-CNN [76] with a 50-depth backbone network on
the DOTA dataset. Initially, we replace all the 3x3 convolu-
tion with the proposed ARC module in the last stage of the
backbone network, and the mAP metric gets a 1.36% im-
provement over the baseline model. We further replace the
convolution layer of more stages at the backbone network,
and the performance on the oriented object detection bench-
mark improves steadily. As a result, we choose to replace
all the last three stages in the backbone network.

The structure of the routing function. We ablate two
designs in the routing function. The first design is spatial
information encoding, which adds a depthwise convolution
module before the average pooling layer (see Fig. 3(c)).

adaptive combination X X v v
spatial info. encoding X v X v
mAP | 7641 7680 76.98 77.35

Table 7. Ablation studies on the structure of the routing function.
Adaptive combination means using the combination weights pre-
diction branch to adaptively combine the weight of each kernel,
and spatial encoding refers to adding a DWConv-LN-ReLU mod-
ule before the average pooling layer.

The second design uses the combination weights predic-
tion branch to adaptively combine the weight of each kernel
(the branch producing X in Fig. 3(c)) rather than simply tak-
ing the average value of them. We conduct the experiments
with Oriented R-CNN [76] on the DOTA dataset [74], and
the corresponding experiment results are shown in Tab. 7.
When we add the spatial encoding modules, the perfor-
mance can increase from 76.41% to 76.80%. This is be-
cause the additional convolution layer helps the routing
function to capture the spatial orientation information from
the feature maps. Meanwhile, the introduction of the adap-
tive combination could also get a 0.47% reward in mAP,
which shows the advantage of adopting the adaptiveness
among different rotated kernels. When we use both of the
designs, the oriented object detector achieves the highest
performance. As a result, we choose to adopt both of the
two designs into our proposed routing function.

4.5. Visualization

To give a deep understanding of our method, we visu-
alize the predicted oriented bounding boxes and the corre-
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sponding scores. The experiment is conducted with Ori-
ented R-CNN [76] detector on the test set of DOTA. By
comparing the results between the detector with our pro-
posed backbone and that with the baseline backbone in
Fig. 5, the proposed method shows its superiority. To be
specific, thanks to its adaptiveness in handling arbitrarily
oriented object instances, our method has a superior locat-
ing and identification ability on both small (e.g. ship in the
third column), and median (e.g. plane and harbor in the first
two columns), as well large (e.g. tennis court and soccer ball
field in the last column) oriented object instances.

5. Conclusion

This paper proposed an adaptive rotated convolution
module for rotated object detection. In the proposed ap-
proach, the convolution kernels rotate adaptively according
to different object orientations in the images. An efficient
conditional computation approach is further introduced to
endow the network with more flexibility to capture the ori-
entation information of multiple oriented objects within an
image. The proposed module can be plugged into any back-
bone networks with convolution layer. Experiment results
verify that, equipped with the proposed module in the back-
bone network, the performance of various oriented object
detectors improves significantly on commonly used rotated
object detection benchmarks while remaining efficient.
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