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Figure 1: Given a set of blurry images from multiple views of an object or a scene, the novel view rendering results of original
NeRF [27] is severely blurred and the performance of Deblur-NeRF [24] is also limited. In contrast, our approach leverages
event data to significantly enhance the learning of neural 3D representation even when the input images are highly blurred.
Consequently, the rendered views of the object or scene are much sharper.

Abstract

Neural Radiance Fields (NeRF) achieves impressive ren-
dering performance by learning volumetric 3D represen-
tation from several images of different views. However, it
is difficult to reconstruct a sharp NeRF from blurry input
as often occurred in the wild. To solve this problem, we
propose a novel Event-Enhanced NeRF (E2NeRF) by uti-
lizing the combination data of a bio-inspired event cam-
era and a standard RGB camera. To effectively introduce
event stream into the learning process of neural volumet-
ric representation, we propose a blur rendering loss and an
event rendering loss, which guide the network via modelling
real blur process and event generation process, respectively.
Moreover, a camera pose estimation framework for real-
world data is built with the guidance of event stream to
generalize the method to practical applications. In con-

*Correspondence should be addressed to Lin Zhu and Jia Li. Website:
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trast to previous image-based or event-based NeRF, our
framework effectively utilizes the internal relationship be-
tween events and images. As a result, E2NeRF not only
achieves image deblurring but also achieves high-quality
novel view image generation. Extensive experiments on
both synthetic data and real-world data demonstrate that
E2NeRF can effectively learn a sharp NeRF from blurry
images, especially in complex and low-light scenes. Our
code and datasets are publicly available at https://
github.com/iCVTEAM/E2NeRF.

1. Introduction
With the proposal of Neural Radiance Fields (NeRF)

[27], significant progress has been made in neural 3D rep-
resentation and novel view synthesis tasks in the past few
years. NeRF takes 3D location and 2D view direction as
input and uses multi-view images of objects or scenes as
supervision to learn the neural volumetric representation,
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which is parameterized as a multilayer perceptron (MLP).
To generate high-fidelity novel view images, NeRF uses
volume rendering techniques with the output of the network
(color and density) to render each pixel.

The premise that NeRF is capable of producing impres-
sive results relies on the underlying assumption that the in-
put image quality is of high standards, devoid of any blurs
and has sufficient lighting. However, in many real-world
settings, obtaining such high-quality images can be chal-
lenging. For instance, capturing a handheld shot can cause
motion blurs, especially in low-light conditions, which re-
quire increasing the exposure time of the camera to collect
enough luminance information of the scene, consequently
leading to blurred images. Deblur-NeRF [24] solves this
issue and proposes the deformable sparse kernel to model
image blurring. Though this method attempts to mitigate
the impact of motion blurs, it could fail in scenarios where
the camera shakes in roughly the same direction across all
views or the blur of the image is very severe.

In contrast to only relying on blurry images, combin-
ing additional information to guide neural radiance fields
learning process is promising. Event camera is a new
bio-inspired vision sensor, which measures the brightness
changes of each pixel asynchronously. Compared to tra-
ditional frame-based cameras, event cameras can record
high temporal resolution and high dynamic range infor-
mation of the scene, which is important for modelling the
blurring process. Therefore, event-based image deblurring
has become a very attractive research topic in recent years
[16, 20, 31, 35, 41]. Inspired by this, we introduce event
stream into the learning process of neural volumetric rep-
resentation to solve the problem caused by blurry input.

In this paper, we propose E2NeRF to learn sharp 3D
volumetric representation with blurry images and the cor-
responding event data. We introduce two novel losses
into NeRF framework to enhance volumetric representation
learning: Firstly, during the training process, we predict a
blurry image with the poses and compare it to the input im-
age to obtain our blur rendering loss. Additionally, the gen-
eration process of events is simulated along with the change
of camera pose to simulate the event data from predicted
sharp images. With the actual event data as supervision,
we develop a novel event rendering loss to refine the neu-
ral 3D representation learning. To process real-world data
efficiently, we design a camera pose estimation framework
to guide the estimation of pose sequences of the blurry im-
ages, making our method robust for severe blurry images.
Due to the augmentation of the network with event data, we
can learn a sharp NeRF, which not only achieves deblurring
of the input image but also achieves high-quality novel view
generation when the quality of the input image is degraded.
We conduct experiments on both simulated data and real
data and achieve satisfactory results.

To the best of our knowledge, this is the first work to
reconstruct a sharp NeRF using both event data and RGB
data. The event data can effectively enhance the robustness
of NeRF to complex scenes such as motion blur. Our con-
tributions can be summarized as follows:

1) We propose an Event-Enhanced Neural Radiance
Fields (E2NeRF), the first framework for reconstructing a
sharp NeRF from blurry images and corresponding event
data. Unlike previous image-based or event-based NeRF,
our framework effectively exploits the internal relationship
between events and images, which significantly enhances
the performance and robustness of NeRF.

2) We develop a blur rendering loss and an event render-
ing loss, which are effective in enhancing neural volumet-
ric representation learning. Furthermore, an event-image-
based pose estimation framework that can estimate the se-
quence of camera poses corresponding to a blurry image is
designed for real-world data with severe blur.

3) We build both synthetic and real-world datasets
for training and testing our model. Experimental results
demonstrate that our method outperforms existing meth-
ods. Additionally, we propose a benchmark for future re-
search on NeRF reconstruction from blurry images and
event stream.

2. Related work

2.1. Neural radiance fields

In the past few years, NeRF has achieved impressive
results and attracted a lot of attention for tasks of neu-
ral implicit 3D representation and novel view synthesis.
Many improvements have been made to NeRF, such as Fast-
NeRF [7] and Depth-supervised NeRF [6], which aim to
improve the learning speed of NeRF. Neural scene flow
fields [18] explores 3D scene representation learning of dy-
namic scenes. PixelNeRF [44] and RegNeRF [29] try to
use a small number of input images to achieve high-quality
novel view synthesis. Mip-NeRF [3] proposes a frustum-
based sampling strategy to implement NeRF-based anti-
aliasing, which solves the problem of artifacts and improves
the training speed. In addition, some works aim to improve
NeRF with low-quality input images. NeRF in the wild [25]
uses low-quality images captured by tourists as input and
trains NeRF under conditions where input images are oc-
cluded and the lighting environment is inconsistent. NeRF
in the dark [26] and HDR-NeRF [14] enable the synthesis of
high dynamic range novel view images from noisy and low
dynamic images. Moreover, Deblur-NeRF [24] proposes
the deformable sparse kernel to simulate the blurring pro-
cess, which realizes sharp novel view synthesis from blurry
images. However, it may fail when the camera coinciden-
tally shakes in roughly the same direction across all views
or the input images have a strong blur.
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2.2. Image deblurring

A blurred image can be expressed as a sharp image mul-
tiplied by a blur kernel plus noise. However, due to the
non-uniqueness of the blur kernel, the deblurring problem
becomes ill-posed. In order to solve this problem, tradi-
tional algorithms use hand-crafted or sparse priors to predict
the blur kernel [5, 17, 43]. With the development of deep
learning, some works have attempted to learn end-to-end
mapping directly from blurry to sharp images using neural
networks [38, 40, 48]. Zamir et al. [45] introduce a novel
per-pixel adaptive design to reweight the local features and
uses encoder-decoder architectures, which achieves state-
of-the-art performance for single-image deblurring.

However, in real-world scenarios, the occurrence of mo-
tion blur is intricate and varies in nature, which can af-
fect the generalization of learning blurring processes us-
ing hand-crafted prior and deep networks. Therefore, it is
challenging for deblurring algorithms to perfectly recover a
sharp image based only on blurry image data. Traditional
cameras can only capture brightness information at a fixed
frame rate, which leads to the absence of information on
pixel changes during the motion blur.

2.3. Event camera

Dynamic vision sensor (DVS) [19], also known as event
camera, can generate an event when the brightness change
of each pixel reaches a threshold. This framework gath-
ers asynchronous brightness change information and effec-
tively overcomes the problem of information loss between
frames in traditional cameras. Dynamic active vision sensor
(DAVIS) [4] realizes the simultaneous acquisition of RGB
images and events which attracts widespread attention in
the computer vision community. At present, event cam-
eras have achieved remarkable results in optical flow es-
timation [2, 8, 11, 30, 36], depth estimation [1, 12, 37, 50],
feature detection and tracking [42, 46, 47] and simultane-
ous localization and mapping [9, 21, 22]. In addition, to
address the lack of event-based datasets, some event sim-
ulators [10, 13, 32] are designed to simulate events through
videos. With the high temporal resolution of the event cam-
era, event data has significant advantages in image deblur-
ring. Pan et al. [31] propose an event-based double inte-
gral model, which realizes the event-rgb-based image de-
blurring. Jiang et al. [16] propose a convolutional recurrent
neural network that integrates visual and temporal knowl-
edge from both global and local scales, which generalizes
better for handling real-world motion blur. Shang et al. [35]
develop D2Net for video deblurring with events and pro-
pose a flexible event fusion module (EFM) to bridge the
gap between event and video deblurring.

Recently, Ev-NeRF [15] and EventNeRF [33] have pro-
posed neural radiance fields derived only from the event
stream. However, Ev-NeRF [15] can only learn a grayscale

NeRF and the results of EventNeRF [33] has noticeable arti-
facts and chromatic aberration without RGB data supervis-
ing. Besides, both of these works have limited generaliza-
tion on pose estimation for neural representation learning.

To the best of our knowledge, we are the first to use both
blurry RGB images and corresponding event data to train
a sharp NeRF. Our approach emphasizes event representa-
tion in blurred images, encompassing pose estimation and
a unique blur-solving method, which has better results and
stronger generalization for real-world complex scenes.

3. Background
3.1. Neural radiance fields

The core of NeRF is to learn 3D volume representation
via MLP. Its input is 3D position o and 2D ray direction d,
and the output is color c and density σ. As shown in Eq. (1),
Fθ is the MLP network and θ is parameters of the network:

(c, σ) = Fθ(γo(o), γd(d)). (1)

The γo(·) and γd(·) functions are defined in Eq. (2),
which map the input 5D coordinates into a higher dimen-
sion space. The encoder enables the neural network to bet-
ter learn the color and geometry information in the scene.
And we set M = 10 for position o, M = 4 for direction d:

γM (x) = {sin(2mπx), cos(2mπx)}Mm=0. (2)

To get images of different views from the implicit 3D
scene representation, NeRF uses the classical volume ren-
dering method as shown in Eq. (3). For a given ray r(l) =
o + ld emitting from camera centero and dicrection d, its
expected color projected on the pixel is C(r). NeRF di-
vides [ln, lf ] into N discrete bins. ln, lf are the near and far
bounds of the ray. ci, σi are the output of Fθ, indicating the
color and density of each bin through which the ray passes.
δi = li+1 − li is the distance between adjacent samples. Ti

is the transparency of the particles between ln and bin i.

C(r) =

N∑
i=1

Ti(1− exp(−σiδi))ci,

where T (i) = exp(−
i−1∑
j=1

σjδj).

(3)

L =
∑
r∈R

[∥Cc(r)− C(r)∥22 + ∥Cf (r)− C(r)∥22]. (4)

In order to achieve reasonable sampling for the final
model, NeRF uses the hierarchical volume sampling strat-
egy, which optimizes the coarse model and the fine model at
the same time (Cc(r) and Cf (r) in Eq. (4)), and applies the
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Figure 2: The architecture of E2NeRF. The input is a blurry image and its corresponding event stream of one of the views. For
real data, we use the position estimation model to obtain the pose sequence. Then the poses are sent to the E2NeRF network.
After rendering we get the color of each pose on pixel (x, y) and calculate the predicted blurry color Ĉblur and event bin
B̂(k1,k2)(x). Then with input color C(r) and event bin B(k1,k2) we get proposed blur loss and event loss as supervision.

density obtained by the coarse model to determine the sam-
pling weight of the fine model. The final loss of NeRF is a
mean squared loss between the predicted color and ground
truth color for both the coarse model and fine model. R is
the set of rays in each batch.

3.2. Event generation model

Unlike frame-based cameras that record the brightness
of each pixel at a fixed frame rate, the event camera
asynchronously generates an event e(x, y, τ, p) when the
changes of the brightness of pixel (x, y) reach threshold Θ
in the log domain at time τ . As shown in Eq. (5), p indicates
the direction of brightness change, I(x,y,τ) is the brightness
value of pixel (x, y) at time τ .

px,y,τ =

{
−1, log(Ix,y,τ )− log(Ix,y,τ−∆τ ) < −Θ,

+1, log(Ix,y,τ )− log(Ix,y,τ−∆τ ) > Θ.

(5)

Bk = {ei(xi, yi, τi, pi)}tk−1<τi≤tk . (6)

Since the event camera does not have the concept of
frame, to facilitate processing and representation, we usu-
ally divide the events into b event bins by time. In this
work, given a blurred image with exposure time from tstart
to tend and the corresponding event data {ei}tstart<τi≤tend

,
we can generate {Bk}bk=1 as defined in Eq. (6), where
tk = tstart +

k
b texp is the time division point between bins

and texp = tstart − tend is exposure time.

4. Method
Fig. 2 illustrates the overall architecture of our E2NeRF.

We introduce two novel losses into NeRF framework to en-

hance the volumetric representation and design an event-
image-based pose estimation framework to efficiently pro-
cess the real-world data. E2NeRF takes blurry image Iblur
and the corresponding event bins {Bk}bk=1 as input of each
view. Blur rendering loss simulates the process of blurring
image generation and provides more information about tex-
ture details of scenes to the network. Event rendering loss
introduces event data into the NeRF training process, en-
abling the network to better learn the real 3D volume repre-
sentation. Similar to NeRF, we use image poses in Blender
to train the network for synthetic data. For real-world data,
a pose estimation framework based on event-image pairs is
designed to obtain the pose sequences for the network.

4.1. Blur rendering loss

In order to adapt NeRF to taking blurry images as input,
we propose blur rendering loss. With b+ 1 poses {Pk}bk=0

of each view, we can get b + 1 rays {rk}bk=0 emitted from
each pixel. And through the NeRF network, we can get b+1
color values {Ĉk = C(rk)}bk=0 of the pixel as the process
of blurry pixel generation. We regard the average of the
results as the predicted blurry color:

Ĉblur =
1

b+ 1

b∑
k=0

C(rk). (7)

Lblur =
∑
r∈R

[∥Ĉc
blur − C(r)∥22 + ∥Ĉf

blur − C(r)∥22]. (8)

In this way, the loss function of NeRF with blurry images
as input is converted into Eq. (8). We adopt the design of the
joint optimization of NeRF’s coarse model and fine model,
which is still beneficial in our framework.
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4.2. Event rendering loss

Blur loss only uses discrete b + 1 frames corresponding
to b + 1 poses in a blurry image to simulate blurry pro-
cess. However, the generation of image blur is a continuous
process. With the high temporal resolution of event data,
we propose event loss, which utilizes event information to
supervise the continuous blurring process between any two
predicted frames.

Given a pixel x = (x, y), we first randomly select the
estimated values of two moments from {Ĉk}bk=0 as Ck1

and Ck2
(k1 < k2) at this pixel and convert them into

grayscale values to get Lk1
, Lk2

. We take the difference of
the two values in the log domain and divide it by the thresh-
old Θ. Then an estimate of the number of events between
two frames for the given pixel x is obtained:

B̂(k1,k2)(x) =


⌈ log(Lk2

)− log(Lk1
)

Θneg
⌉, Lk2

< Lk1
,

⌊ log(Lk2
)− log(Lk1

)

Θpos
⌋, Lk2

≥ Lk1
.

(9)
We use the mean squared error between the estimated

number of events B̂(k1,k2)(x) and the actual number of
events B(k1,k2)(x) from {Bk}bk=1 as our event loss. Note
that in the event bin of pixel x Bk(x), we set the number
of negative events as its additive inverse so that the positive
event and the negative event can cancel each other out when
we add the event bins. X is the set of pixels in each batch.:

Levent =
∑
x∈X

∥B̂(k1,k2)(x)−B(k1,k2)(x))∥
2
2,

where B(k1,k2)(x) =

k2∑
k=k1+1

Bk(x).

(10)

L = Lblur + wLevent. (11)

Our final loss function defines as in Eq. (11), where w is
the weight parameter. With the event loss, our E2NeRF can
learn the 3D volumetric representation more precisely. We
will analyze specifically in Sec. 5.4.

4.3. Position estimation

In general, NeRF utilizes the ground truth camera poses
in Blender with synthetic data. For real data, COLMAP
[34] is used to estimate the camera poses. However, when
the input image becomes blurred, the pose estimation of
COLMAP will fail, which is also a problem that has not
been solved by the Debur-NeRF. Therefore, for real cap-
tured data, we refer to the EDI [31] to perform the initial
deblurring of the blurry images and then input the results
into COLMAP to get the poses during the blurring process.

The EDI model uses event data to convert a single blurry
image into multiple time-sequenced sharp images. We sim-
plify its formulation to a discrete version. Given a blurred
image Iblur and the corresponding event bins {Bk}bk=1. We
assume that the sharp image at tstart is I0, according to
Eq. (5), the sharp image Ik at the moment tk of dividing
each event bin can be expressed as:

Ik = I0e
Θ

∑k
i=1 Bi , (k > 0). (12)

According to the general model of image formation, we
can assume that a blur map is time-weighted from multiple
images. Since our exposure time is equally divided into b
parts in this paper, the blurry image can be directly regarded
as the average of these images:

Iblur =
1

b+ 1

b∑
k=0

Ik

=
I0

b+ 1
(1 + eΘ

∑1
i=1 Bi + · · ·+ eΘ

∑b
i=1 Bi).

(13)

Then I0 can be expressed as Eq. (14). According to
Eq. (12), we can get the rest of the sharp images {Ik}bk=1

during the blurring process as Eq. (15). Next we feed
{Ik}bk=0 into COLMAP to get b+ 1 poses {Pk}bk=0:

I0 =
(b+ 1)Iblur

1 + eΘ
∑1

i=1 Bi + · · ·+ eΘ
∑b

i=1 Bi
. (14)

Ik =
(b+ 1)Iblure

Θ
∑k

i=1 Bi

1 + eΘ
∑1

i=1 Bi + · · ·+ eΘ
∑b

i=1 Bi
. (15)

{Pk}bk=0 = COLMAP({Ik}bk=0). (16)

The event-image-based pose estimation framework en-
hances the robustness against real-world data with severe
blur and generalizes our method to practical applications.

4.4. Implement details

Our code is based on NeRF [27]. We train each scene
with 200k iterations on a single NVIDIA RTX3090 GPU.
For all data, we set w = 1

625 and b = 4. We take the
batch size as 1024 rays. The rest of the parameters are the
same as NeRF default values. We set the positive thresh-
old Θpos = 0.2 and negative threshold Θneg = 0.3. For
the synthetic data, we use the poses from Blender. For each
view, we select 5 poses between 4 equal time intervals dur-
ing the blurring process and enter them into the network
in chronological order. For real data, we only have the blur
images and the corresponding events, so we use the position
estimation model to get the 5 poses.
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Blur View NeRF Deblur-NeRF E2NeRF25 D2Net D2Net-NeRF EDI EDI-NeRF MPR MPR-NeRF E2NeRF

PSNR↑ 22.91 21.71 29.07 27.81 27.46 27.88 27.94 28.12 27.93 29.77
SSIM↑ .9072 .8795 .9535 .9517 .9450 .9451 .9497 .9548 .9525 .9600
LPIPS↓ .1441 .2364 .0887 .0867 .1029 .0860 .0746 .0865 .0882 .0725

Table 1: Quantitative analysis on blur view. The results in the table are the averages of the six synthetic scene from NeRF.
We use bold to mark the best data. E2NeRF25 represents training E2NeRF with only 25 blurry images as in Deblur-NeRF.

Novel View NeRF Deblur-NeRF E2NeRF25 D2Net-NeRF EDI-NeRF MPR-NeRF E2NeRF

PSNR↑ 22.27 19.93 29.14 26.65 27.71 27.91 29.56
SSIM↑ .9018 .8584 .9573 .9427 .9522 .9571 .9627
LPIPS↓ .1483 .2573 .0895 .1087 .0896 .0861 .0726

Table 2: Quantitative analysis on novel view. The results in the table are the averages of the six synthetic scene from NeRF.
We use bold to mark the best data. E2NeRF25 represents training E2NeRF with only 25 blurry images as in Deblur-NeRF.

Number of obtained poses letter lego camera plant toys

COLMAP 24 14 25 25 27
Our Framework 30 30 30 30 30

Table 3: Number of obtained poses from 30 blurry images
of each real-world scene.

5. Experiment

5.1. Dataset

Synthetic data. We extend the six synthetic scenes: chair,
ficus, hotdog, lego, materials and mic in NeRF, and use
the Camera Shakify plugin in Blender to simulate camera
shake. For each viewpoint, we render 17 sharp images taken
by the camera during the shaking process and record their
corresponding poses. Then input these 17 images into the
event simulation tool V2E [13] to simulate the event data
generated by the camera shake process. In addition, in or-
der to get the simulated blurred image, we first use inverse
isp processing to transfer 17 images into the raw domain
and superimpose them. Then we use isp processing to ob-
tain the final blurred image. Each scene has 100 views of
blurry images and the corresponding event data.

Real-world data. We use the DAVIS346 color event cam-
era [39] to capture the real data. The camera is capable
of capturing spatial-temporal aligned event data and RGB
frames. The resolution of the camera is 346×260 and ex-
posure time is set to 100ms for the RGB frames. We hold
the camera by hand and capture five challenging scenes (let-
ter, lego, camera, plant and toys), which contain rich color
and texture details in a low-light environment (5-100 lux).
Each scene has 30 images with varying degrees of blur on
different views and the corresponding event data.

5.2. Comparison methods

For comparison, we first chose Deblur-NeRF [24],
which is the first method to learn a sharp NeRF from
blurry images. Additionally, we utilize two state-of-the-
art deblurring methods: MPR [45], a single-image deblur-
ring method, and D2Net [35], an event-based deblurring
method, to deblur the input blurry images. We also com-
pared our method to EDI [31] in order to verify the effec-
tiveness of our framework. Following this, we train NeRF
with these deblurred images and named them MPR-NeRF,
D2Net-NeRF, and EDI-NeRF.

For the synthetic data, the camera coincidentally shakes
in roughly the same direction across all views. As men-
tioned in Sec. 2.1, Deblur-NeRF will fail when we train with
the full 360° of 100 views images. Therefore, we only input
25 blurry images of the scene of 180° views when we train
Deblur-NeRF. For a fair comparison, we use the same input
with our E2NeRF and named as E2NeRF25 in Tab. 1 and
Tab. 2. We discuss the quantitative comparison in Sec. 5.3.

For real-world data, every scene comprises a total of 30
poses that need to be estimated from a set of 30 blurry im-
ages. As shown in Tab. 3, COLMAP [34] fails to estimate
some poses corresponding to the severely blurred images.
In contrast, our framework successfully estimates all the
poses, which proves the robustness of our approach. For
a fair comparison, in our experiments on real-world data,
all NeRF-based methods utilize the poses obtained by our
pose estimation framework as input poses for the network

5.3. Quantitative analysis

Synthetic data. As shown in Tab. 1 and Tab. 2, we di-
vide the experimental results into two groups: blur view
and novel view (blur view is a perspective of input blurry
images, while novel view does not have any input image for
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Blur View & Novel View NeRF D2Net-NeRF MPR-NeRF Deblur-NeRF EDI-NeRF E2NeRF

BRISQUE↓ 44.66 42.61 41.17 38.41 31.98 30.26
RankIQA↓ 5.464 4.693 4.563 4.165 3.936 3.609

Table 4: Quantitative analysis on real-world data. The results are the averages of five scenes on blur view and novel view.

- Levent Lblur Levent&Lblur(Ours)

PSNR↑ 22.59 27.22 28.68 29.67
SSIM↑ .9045 .9437 .9543 .9614
LPIPS↓ .1462 .1222 .0830 .0725

Table 5: Ablation study on blur loss and event loss. The
results are averages of the results on blur and novel view.

reference). We use PSNR, SSIM and LPIPS [49] to evaluate
the results. And, we compare the results of three deblurring
methods on blur view only. In the blur view experiments in
Tab. 1, our method achieves the best average results and has
significant improvement over all other methods. With only
25 views of the scene of 180° as input, E2NeRF25 has only
slight performance degradation on both blur view and novel
view. Deblur-NeRF’s performance is unsatisfactory due to
its limitations on view consistent blur. We find that EDI-
NeRF is better than EDI, although D2Net-NeRF and MPR-
NeRF will cause performance degradation on blur view
compared with D2Net and MPR. This is mainly because the
results of EDI has more noise and NeRF training process
weakens the impact of noise. But the results of EDI-NeRF
will have color deviation which reduce its performance. On
the novel view experiments in Tab. 2, E2NeRF still achieves
the best results on all three metrics.

Real-world data. Since the real data does not have ground
truth sharp images, we conduct quantitative analysis exper-
iments on five real scenes with no-reference image quality
assessment metrics BRISQUE [28] and RankIQA [23]. As
shown in Tab. 4, E2NeRF also achieves best results. With
blur rendering loss and event rendering loss, E2NeRF is ef-
fectively strengthened by the event data. The explicit sim-
ulation of the blurring process not only achieves better de-
blurring performance than both the image-based deep lean-
ing method and image-event-based method but also enables
the reconstruction of a sharp NeRF from blurry input.

5.4. Ablation study

Blur loss and event loss. In Tab. 5, the results demonstrate
that the proposed blur loss and event loss significantly im-
prove the performance. In Tab. 6, we further analyze the
effect of event loss on blur view and novel view. E2NeRF*
denotes E2NeRF without event loss. On blur view, the intro-
duction of event loss has slight improvement on the results.

Ablation Blur View Novel View
Study E2NeRF* E2NeRF ∆ E2NeRF* E2NeRF ∆

PSNR↑ 29.38 29.77 1.3% ↑ 27.98 29.56 5.6% ↑
SSIM↑ .9567 .9600 0.3% ↑ .9519 .9627 1.1% ↑
LPIPS↓ .0812 .0725 10.7% ↓ .0848 .0726 14.4% ↓

Table 6: Analysis of event loss on blur and novel view.
E2NeRF* denotes E2NeRF without event loss supervision.
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Figure 3: Effect of event rendering loss. E2NeRF* denotes
E2NeRF without event loss supervision. As shown in fig-
ure, E2NeRF* and E2NeRF both get the right blur color
with their learned 3D representation. But without event loss
which can supervise the light intensity change, E2NeRF*
tend to learn a wrong 3D representation. And novel view is
more sensitive to the wrong 3D representation because there
is no direct constraint like blur view during the training. In
other words, the blur view is overfitting in E2NeRF* which
is more prone to artifacts especially in novel view.

But on novel view, there is a more significant improvement
with event loss. We believe that in the absence of event loss
supervision, E2NeRF* is likely to overfit to the input blurry
poses and images. As shown in Fig. 3, the rendering result
of the pose at t3 may be mistaken for the pose at t1. There-
fore, the inaccurate neural 3D representation is learned and
the wrong novel view color is rendered. With event data as
supervision, we have the brightness change information on
each pixel during the camera goes through all poses. Then
the network can accurately associate each pose with the ren-
dering result and learn an accurate neural 3D representation,
thereby maintaining the performance stability on the task of
generating novel views images. Fig. 4 shows the qualitative
comparison between E2NeRF* and E2NeRF.

Ablation study on b and w. Fig. 5(a) shows that as b in-
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Figure 4: Qualitative analysis between E2NeRF and
E2NeRF*. E2NeRF* denotes E2NeRF without event loss
supervision. The results of E2NeRF* tend to generate
cloudy material, ripples and artifact compared to E2NeRF.
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Figure 5: Ablation study on b and w on lego synthetic scene.
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Figure 6: Results of high-speed camera motion deblurring.

creases from b = 0 (original NeRF), the results are grad-
ually getting better but at the same time the training time
is also increasing. And there is no significant improvement
when b >= 4, so we choose b = 4 as a trade-off between
training time and performance. Fig. 5(b) shows that when
w gradually decreases from 0.01, the performance first im-
proves and then decreases. Note that when w is infinitely
close to 0, E2NeRF will degenerate to E2NeRF* and when
w = 1

625 we get the best results.

5.5. Qualitative analysis

Synthetic data. As shown in Fig. 8, Deblur-NeRF, D2Net-
NeRF and MPR-NeRF have limited effect on deblurring.
EDI-NeRF has some black artifacts on the ficus scene and

Sharpe Bright 
Image 

Bright Blur 
Image

Low Light 
Images

Figure 7: Results of low-light scene enhancement.

can not reconstruct the details of mustard on the hotdog
scene. E2NeRF has the best visual performance, which is
consistent with the results of quantitative analysis.

Real-world data. In Fig 9, Deblur-NeRF and MPR-NeRF
do not have any deblurring effect when the blur is very se-
vere. With event data enhanced, D2Net-NeRF has a slightly
deblurring effect. Although EDI-NeRF can achieve deblur-
ring, it has severe chromatic aberration and noise on the
results. Additionally, EDI-NeRF misses the texture details
of the black belt of the camera and the grain of the lobster’s
back. While realizing image deblurring E2NeRF maintains
the texture details and color information of the scene.

A completely qualitative comparison of synthetic data
and real-world data is shown in the supplement material.

5.6. Application

High-speed camera motion deblurring. Due to the chal-
lenge of accurately determining the speed of camera move-
ment, we quantify the degree of blur caused by camera mo-
tion with pixel drift to assess the capabilities of our method.
In Fig. 6, our method can effectively acquire the poses and
recover scene details under a blur range of 0-80 pixels in a
346×260 resolution frame. Furthermore, our method main-
tains basic performance even under a blur of 120 pixels,
highlighting the robustness of our model.

Low-light scene enhancement. Since our method per-
forms well in low light, we extend it to the task of scene
brightness enhancement with multiple low-light images. As
shown in Fig. 7, we first use a DAVIS346 camera to capture
a low-light image sequence in a low-light scene, and then
synthesize it into one blurred bright image, which is then
fed into the E2NeRF network together with events captured
by the camera. After training and rendering, a sharp and
bright enhanced image can be obtained.

6. Conclusion
In this paper, we propose a novel Event-Enhanced NeRF

(E2NeRF), which is the first framework for learning a sharp
neural 3D representation from blurry images and event data.
We demonstrate the effectiveness of the proposed model on
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Figure 9: Qualitative comparison on real-world data.

both synthetic dataset and real-world dataset. The results in-
dicate that our framework has significant improvement over
Deblur-NeRF and image deblurring approaches. Overall,
we believe that our work will shed light on the research of
high-quality 3D representation learning with event-rgb data
in complex and low-light scenes.
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