Abstract

In the real world, a desirable Visual Question Answering model is expected to provide correct answers to new questions and images in a continual setting (recognized as CL-VQA). However, existing works formulate CL-VQA from a vision-only or language-only perspective, and straightforwardly apply the uni-modal continual learning (CL) strategies to this multi-modal task, which is improper and suboptimal. On the one hand, such a partial formulation may result in limited evaluations. On the other hand, neglecting the interactions between modalities will lead to poor performance. To tackle these challenging issues, we propose a comprehensive formulation for CL-VQA from the perspective of multi-modal vision-language fusion. Based on our formulation, we further propose Multi-Modal Prompt Learning with Decoupled Before Interaction (TRIPLET), a novel approach that builds on a pre-trained vision-language model and consists of decoupled prompts and prompt interaction strategies to capture the complex interactions between modalities. In particular, decoupled prompts contain learnable parameters that are decoupled w.r.t different aspects, and the prompt interaction strategies are in charge of modeling interactions between inputs and prompts. Additionally, we build two CL-VQA benchmarks for a more comprehensive evaluation. Extensive experiments demonstrate that our TRIPLET outperforms state-of-the-art methods in both uni-modal and multi-modal continual settings for CL-VQA.

1. Introduction

Visual Question Answering (VQA) [2, 11, 35, 25] aims to train a machine learning model capable of answering questions given visual images as accurately as possible.
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input distributions. Specifically, we carefully design three scenarios according to different input distributions, i.e., *Continual Vision Scenario, Continual Language Scenario, and Continual Vision-Language Scenario*, depending on incremental visual images, textual questions, and both.

Secondly, based on our CL-VQA formulation with three scenarios, we propose MultiI-Modal PRompt Learning with DecouPLing beFore InTAction (TRIPLET), a multi-modal prompt learning-based continual model for CL-VQA. TRIPLET employs the widely adopted pre-trained vision-language models with state-of-the-art VQA performance as initialization, and consists of decoupled prompts and prompt interaction strategies. To be specific, decoupled prompts contain a set of learnable parameters decoupled in three aspects, *i.e.*, modality aspect, layer aspect, and complementary aspect, which are attached to transformer layers. Then the prompt interaction strategies are designed to model the interactions between the input and prompts, modality-wise prompts, as well as task-wise prompts. Fig. 1 illustrates a comparison between existing CL-VQA methods and our proposed TRIPLET model.

In addition, we build two CL-VQA benchmarks on two datasets (*i.e.*, TDIUC [14] and VQA2.0 [9]), carrying out extensive experiments on three scenarios. Our TRIPLET model is able to consistently outperform baselines and SOTAs significantly across various settings. Besides, we conduct ablation studies to validate the effectiveness of different components in TRIPLET, demonstrating TRIPLET's superiority. In summary, our contributions are as follows:

- We propose a comprehensive formulation for CL-VQA with multi-modal continual setting, enabling the continual evaluations of various approaches in three scenarios based on different input distributions.
- We propose TRIPLET, a novel CL-VQA model containing decoupled prompts and prompt interaction strategies, which is able to accurately generate answers in three continual scenarios without rehearsal buffer. To the best of our knowledge, TRIPLET is the first multi-modal prompt learning-based continual model for CL-VQA.
- We build up two CL-VQA benchmarks (*i.e.*, CL-VQA2.0 and CL-TDIUC) for empirical evaluations of CL-VQA including multi-modal continual setting. Our proposed TRIPLET model achieves significant improvement over state-of-the-art approaches in all three scenarios for both two benchmarks. Extensive ablation studies further demonstrate the effectiveness of different components in TRIPLET.

2. Related Works

**Visual Question Answering** Visual Question Answering (VQA) aims to answer related questions given an image, which requires multi-modal reasoning ability. Existing VQA methods [2, 11, 35, 25] and datasets [9, 14, 13, 18] are usually designed for a stable environment, while the VQA system being able to cope with dynamic environment (CL-VQA) is rarely studied. In this paper, we focus on the CL-VQA problem and propose the effective TRIPLET method.

**Continual Learning Methods** There exist numerous continual learning methods which could be categorized into three categories: (1) Regularization-based methods [22, 17, 41, 1] try to reduce catastrophic forgetting by regularizing import parameters for previous tasks. (2) Rehearsal-based methods [30, 31, 3, 40, 4, 33, 8, 39] use a buffer to store representative samples or pseudo samples for previous task to avoid catastrophic forgetting. In particular, [19] generates pseudo scene graphs for replay to mitigate forgetting for CL-VQA. However, scene graphs are not easily available in real-world applications, making it less applicable. (3) Architecture-based methods [15, 45, 24, 21, 42, 32, 40] associate different parameters for different tasks to mitigate forgetting. Recent works [36, 38, 37, 7, 29] adopt prompt tuning technique, trying to assign each task with learnable parameters. However, these methods are designed for uni-modal continual learning, failing to take multi-modal fusion and reasoning characteristic of CL-VQA into account. In particular, S-Prompts [36] is suited for CL image classification and not directly applicable to CL-VQA. S-Prompts in [36] handles only uni-modal inputs, while S-iPrompts in [36], based on CLIP, calculates scores between all possible labels and images, which is unsuitable for open-ended CL-VQA involving lengthy textual question inputs and thousands of answers in CL-VQA settings.

**Continual Learning Benchmarks for VQA** There exists a few continual learning benchmarks for VQA. [10, 19, 28] construct CL-VQA benchmarks from the uni-modal perspective. [43] builds CL-CrossVQA from the multi-domain perspective and formulates each domain as a distribution, while fails to characterize different distribution types and corresponding real scenarios. In this paper, we provide a comprehensive formulation from the multi-modal perspective for CL-VQA, and build two benchmarks with three scenarios, respectively.

3. Task Formulation

Continual Learning (CL) aims to capture the ever-changing world and update models on a continuum of sequential coming data and tasks\(^2\) [38], where the data from previous task is not available during training [46]. In this paper, we focus on continual learning for the Visual Question Answering (VQA) task that is to answer questions based on a given image, which is usually formulated as a multi-label classification task involving thousands

\(^1\)We necessarily modify some SOTAs for better adaptation to CL-VQA.

\(^2\)Also known as ‘session,’ ‘phase,’ or ‘stage.’
of classes [2, 11, 35, 25]. As time passed, new images, new questions, and even new answers would appear, and we have to update the VQA model accordingly. Following [19, 28], we namely define this problem as CL-VQA. Besides, we consider the more challenging CL-VQA setting where the task identity is unknown for each sample during inference, i.e., we do not know which task the samples belong to during test time.

We denote the sequential tasks of CL-VQA as \( D = \{ D_1, D_2, ..., D_T \} \), where \( D_t = \{ (x_i^t, y_i^t) \}_{i=1}^{n_t} \) is the available data at \( t \)-th training task with \( n_t \) instances. Unlike most of the classical CL tasks where the input data \( x \) is uni-modal [46], the VQA input data \( x = (v, q) \), containing a visual scene \( v \) and a question \( q \), is a multi-modal data. Thus, the input distribution \( \Pr(x) = \Pr(v, q) \) depends on the marginal distribution \( \Pr(v) \) and \( \Pr(q) \), and the interaction between the two modalities. However, most of previous CL-VQA works [19, 28] only focus on partial settings (i.e. only \( \Pr(v) \) and \( \Pr(q) \)) from uni-modal perspective, therefore not providing all-inclusive evaluations for continual methods.

In this paper, we consider continual learning scenarios systematically, explicitly from the uni-modal distribution as well as their joint-distribution, formulating CL-VQA in a more comprehensive way. Namely, we design three scenarios in CL-VQA:

- **Continual Vision Scenario (ConVS)** considers the changes of vision distribution \( \Pr(v) \), while keeps \( \Pr(q|v) \) unchanged. ConVS addresses the scenarios when new visual scenes occur while the possible questions remain the same.

- **Continual Language Scenario (ConLS)** considers the changes of question distribution \( \Pr(q) \), while keeps \( \Pr(v|q) \) unchanged. ConLS addresses the scenarios when new questions arise on current available visual scene.

- **Continual Vision-Language Scenario (ConVLS)** considers the changes both vision and questions \( \Pr(v, q) \). ConVLS addresses the free-form changes of both modalities and their interactions, i.e., new visual scenes appear, new questions arise, and \( \Pr(v|q) \) or \( \Pr(q|v) \) would also change.

We further provide a graphical explanation of these scenarios in Fig. 2. A desirable CL-VQA method is supposed to perform well across all the aforementioned scenarios.

### 4. The Proposed Methods

To address the aforementioned three scenarios, it is important that we model both vision and language modalities and their interaction at the same time. In this paper, we follow the general Prompt Learning framework [12] and propose the novel Multi-Modal Prompt Learning (TRIPLET) method to address the exemplar-free continual VQA problem.

#### 4.1 Preliminary

**Transformer-Based VQA Model** A modern transformer-based VQA model usually contains three encoders, namely visual encoder, textual encoder, and fusion encoder [6, 20, 34]. Formally, the answer of a question \( q \) given an image \( v \) can be written as follows:

\[
y(v, q) = F(T(v) + TT(q))[0],
\]

where \( T(v \) and \( TT \) are the pretrained visual transformer encoder and textual transformer encoder that encodes \( v \) and \( q \), respectively. \( F(T(\cdot))[0] \) fuses the multimodel features together, and output the first fused feature into a classifier \( F(\cdot) \) to predict an answer \( a \). Our proposed TRIPLET is built upon this structure.

**Prompt Learning** Given an input sequence data \( x = [x_1, \ldots, x_n] \) and a transformer encoder \( T \), prompt learning aims to find several “call-words” \( P = [P_0, P_1, \ldots, P_m] \) that when \( P \) is attached with \( x \), the output feature would meet certain requirements. In the following, we use the notation \( T([P; x]) \) to denote that we add prompts to \( x \).

#### 4.2 TRIPLET: Decouple Before Interact

Our proposed method, TRIPLET is illustrated in Fig. 3. Built upon transformer-based VQA models, our goal is to design a set of proper prompts and interaction strategies that could solve CL-VQA problem. We will first introduce our Prompt Decoupling Design separately in Sec. 4.2.1, and then combine them to train together with our Prompt Interaction Strategies in Sec. 4.2.2, finally, overall training and inference are introduced in Sec. 4.2.3.

##### 4.2.1 Prompt Decoupling

**Multi-Modal Decoupling** Unlike those uni-modal prompts proposed by previous work [37, 38], in this paper, we disentangle prompts into multi-modal format to fully address the modality-related knowledge from both the pre-trained vision-language model and training data.
Basic Eq. (1) would be modified with:

$$
\hat{y}(v, q) = F\left( FT\left([P^{(f)}; VT([P^{(v)}; v]); TT([P^{(q)}], q)])\right)[0]\right),
$$

where $P^{(v)}, P^{(q)}, P^{(f)}$ are the vision, question, and fusion features, respectively.

Select Deep Decoupling We then disentangle prompts in a layer-wise format, and attaching it to select layers. Rather than keeping attaching prompts to all the selected multi-head attention (MHA) layers [37]. In this paper, we add prompts to some MHA layers in a replacing schema, which is more memory-efficient. Given a transformer $T$ containing $K$ layers, $T([P; x]) = (L_K \circ L_{K-1} \cdots \circ L_0)([P; x])$ could be decomposed layer-by-layer:

$$
\begin{align*}
\hat{h}_k^P & = \alpha_k \cdot \hat{h}_k^P + (1 - \alpha_k) \cdot P_k, \\
[h_{k+1}^{CLS}; h_{k+1}^{P}; h_{k+1}^o] & = L_k([\hat{h}_k^{CLS}; \hat{h}_k^P; h_k^o]),
\end{align*}
$$

where $[\hat{h}_0^{CLS}; \hat{h}_0^P; h_0^o] = [CLS, P_0, x]$ are the raw inputs, and the output of $L_K$ is regarded as model output. Moreover, $\alpha_k \in \{0, 1\}$ is a pred switch that controls whether using the output prompt feature $\hat{h}_k^P$ or the $k$-th layer-specific prompt $P_k$ as input.

Complementary Decoupling Following the complementary design principle [37], each prompt is further split into two parts: a General Prompt (G-Prompt) to extract task-invariant knowledge, and an Expert Prompt (E-Prompt) to extract task-specific knowledge. For example, the visual prompt $P^{(v)} = \{G^{(v)}; \{E^{(v)}\}\}$ is composed of G-prompt $G^{(v)}$ shared for all tasks and E-prompt $E^{(v)}$ specialized for the $t$-th task. When the $t$-th task comes, we train the prompt $P^{(a)}_t = \{G^{(a)}; E^{(a)}_t\}$ where $m = v, q, f$.

In our implementation, we combine all the three aforementioned decoupling designs. That is, we have three sets of prompts for three modalities, where each set of prompts contains layer-wise deep-prompts and each layer-wise deep prompt contains a G-prompt and a set of E-prompts. In summary, all the learnable prompts include:

$$
\begin{align*}
P^{(a)}_t & = \left\{G^{(a)}_k \in \mathbb{R}^{L_G} \times \mathbb{D}\right\} \cup \left\{E^{(a)}_k \in \mathbb{R}^{L_E} \times \mathbb{D}\right\},
\end{align*}
$$

with subscripts $t$ for tasks, $k$ for the $k$-th MHA layers, $L_G$ / $L_E$ for G / E-Prompt’s length, $D$ for embedding dimension.

4.2.2 Prompt Interaction

With the proposed decoupled prompts, then we need interaction strategies to train them all together. We first have Query-and-Match Strategy to match between input features and related task-specific prompts. We further introduce Modality-Interaction Strategy and Task-Interaction Strategy to promote interactions between prompts. The former
are two low-rank matrixes. We use the following formers (see Eq. (1)) as

\[ h^{(v)} = VT(v), \quad h^{(q)} = TT(q), \quad h^{(f)} = FT([h^{(v)}, h^{(q)}]), \]

\[ q^{(v)} = h^{(v)}[0], \quad q^{(q)} = h^{(q)}[0], \quad q^{(f)} = h^{(f)}[0], \]

where \( h^{[0]} \) means selecting the first element from the vector, i.e., selecting \( h^{2LS} \) as shown in Eq. (3). Using cosine similarity \( \gamma \), the query matching loss \( L_{qm} \) is:

\[
L_{qm}(D_t) = -\sum_{(v,q)\in D_t} \sum_{w\in\{v,q,f\}} \gamma(u^{(a)}_t, q^{(a)}).
\]

### Modality-Interaction Strategy

We present the Prompt Modality-Interaction that acts as a bridge between different modalities of prompts. We introduce the following interaction mapping:

\[
\hat{P}^{(f)}_{t,k} = W^{(v)}_{t,k} \otimes P^{(v)} + W^{(q)}_{t,k} \otimes P^{(q)} + W^{(v,q)}_{t,k} \otimes (P^{(v)} \otimes P^{(q)}),
\]

where \( \otimes \) is the element-wise multiplication, \( \otimes \) is the matrix multiplication, and \( W^{(\cdot)} \) are the learnable interaction matrixes. In this paper, we constrain the rank of these interaction matrixes with \( W = U \otimes V^T \), where \( U, V \in \mathbb{R}^{D \times d} \) are two low-rank matrixes. We use the following \( L_{mod} \) to address this modality-interaction:

\[
L_{mod}(D_t) = -\sum_k \gamma(\hat{P}^{(f)}_{t,k}, P^{(f)}_{t,k}).
\]

### Task-Interaction Strategy

As our decoupled prompts include task-specific prompts, we need accurate task-specific keys to link input features to these prompts. We extend the “Query-and-Match” strategy in [37, 38]’s scope to the multi-modal domain to train the corresponding task-specific key \( u^{(a)}_t \) via a query matching loss \( L_{qm} \), making \( u^{(a)}_t \) closer to samples from the task \( t \) than others. Firstly, given \((v,q)\), the queries are obtained using the frozen transformers (see Eq. (1)) as

\[
h^{(v)} = VT(v), \quad h^{(q)} = TT(q), \quad h^{(f)} = FT([h^{(v)}, h^{(q)}]),
\]

\[ q^{(v)} = h^{(v)}[0], \quad q^{(q)} = h^{(q)}[0], \quad q^{(f)} = h^{(f)}[0], \]

where \( h^{[0]} \) means selecting the first element from the vector, i.e., selecting \( h^{2LS} \) as shown in Eq. (3). Using cosine similarity \( \gamma \), the query matching loss \( L_{qm} \) is:

\[
L_{qm}(D_t) = -\sum_{(v,q)\in D_t} \sum_{w\in\{v,q,f\}} \gamma(u^{(a)}_t, q^{(a)}).
\]

We extend the “Query-and-Match” strategy in [37, 38]’s scope to the multi-modal domain to train the corresponding task-specific key \( u^{(a)}_t \) via a query matching loss \( L_{qm} \), making \( u^{(a)}_t \) closer to samples from the task \( t \) than others. Firstly, given \((v,q)\), the queries are obtained using the frozen transformers (see Eq. (1)) as

\[
h^{(v)} = VT(v), \quad h^{(q)} = TT(q), \quad h^{(f)} = FT([h^{(v)}, h^{(q)}]),
\]

\[ q^{(v)} = h^{(v)}[0], \quad q^{(q)} = h^{(q)}[0], \quad q^{(f)} = h^{(f)}[0], \]

where \( h^{[0]} \) means selecting the first element from the vector, i.e., selecting \( h^{2LS} \) as shown in Eq. (3). Using cosine similarity \( \gamma \), the query matching loss \( L_{qm} \) is:

\[
L_{qm}(D_t) = -\sum_{(v,q)\in D_t} \sum_{w\in\{v,q,f\}} \gamma(u^{(a)}_t, q^{(a)}).
\]

where \( \| \cdot \|_F \) denotes the Frobenius norm, and \( (W^{(a)}_{t,k})_{t-1} \) is the cached copy of \( W^{(a)}_k \) when training task \( (t-1) \).

### 4.2.3 Training and Inference

#### Training

When a new task \( t \) comes, we instantiate \( F \) as a classifier \( g_t \) (a fully connected layer), and allocate the task-specific querying keys \( (u^{(a)}_t, u^{(q)}_t, u^{(f)}_t) \) and prompts \( (E^{(v)}_t, E^{(q)}_t, E^{(f)}_t) \). Then, the decoupled prompts, interaction matrix, classifier, querying keys as jointly trained with:

\[
L(D_t) = \sum_{(v,q)\in D_t} \ell_{CE}(\hat{y}_t(v, q), y) + \lambda_1 L_{qm}(D_t) + \lambda_2 L_{mod}(D_t) + \lambda_3 L_{task}(D_t),
\]

where \( \hat{y}_t(v, q) \) is the network prediction (see Eq. (2)), \( y \) is the target answer, \( \ell_{CE}(\hat{y}_t, y) \) is the cross entropy loss, and \( \lambda_i \) are the hyperparameters.

#### Inference

During inference, given an input sample \((v,q)\), we choose the best matched task index \( \arg \max_{i \in \{1,2,3\}} \gamma(u^{(a)}_i, q^{(a)}) \). Then the corresponding prompts \( P^{(a)}_i \) are selected, and fed into the corresponding transformer. Finally, the corresponding classifiers \( g_i(\cdot) \) are selected to predict an answer.

The full picture of TRIPLET at training and inference is described in the Appendix.

### 5. Experiments

We evaluate our proposed TRIPLET on the three aforementioned scenarios on two well-known VQA datasets, i.e., TDIUC [14] and VQA2.0 [9]. We carefully compare TRIPLET with state-of-the-art (SOTA) methods of different categories under the same experiment settings. Moreover, we conduct extensive ablative studies to provide a better understanding of our proposed TRIPLET method.

#### 5.1. Evaluation Benchmarks

Given the two commonly adopted VQA datasets, TDIUC [14] and VQA2.0 [9], we build continual learning benchmarks (denoted as CL-TDIUC and CL-VQA2.0) by dividing their images and questions into several disjoint hyper-categories, and then construct the benchmarks according to scenarios. For the Continual Vision Scenario (ConVS) and Continual Language Scenario (ConLS) scenarios, we split datasets according to the hyper-categories on images and questions, respectively [23, 5]. For the Continual Vision-Language Scenario (ConVLS), we collect questions of different types from each hyper-category of images to form 5 tasks, such that both image hyper-category and question type are different between tasks.

To note, we follow the original train-validation split while building these two benchmarks to avoid data breach
Table 1: Results for the CL-VQA2.0 and CL-TDIUC built upon ALBEF [20]. \textbf{Bold}: best exemplar-free CL-VQA results, \underline{Underline}: second best exemplar-free CL-VQA results, †: best rehearsal-based CL-VQA results, ‡: rehearsal-based results which outperform the best exemplar-free results, Upper-bound: supervised fine-tuning on the i.i.d. data of each task, ☼: enhanced methods as discussed in Sec. 5.2, A: average accuracy, F: forgetting.

<table>
<thead>
<tr>
<th>Method</th>
<th>Buffer Size</th>
<th>CL-VQA2.0</th>
<th>CL-TDIUC</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ConLS</td>
<td>ConVS</td>
<td>ConVLS</td>
</tr>
<tr>
<td></td>
<td>A(↑) F(↓)</td>
<td>A(↑) F(↓)</td>
<td>A(↑) F(↓)</td>
</tr>
<tr>
<td>DER [40]</td>
<td>2000</td>
<td>48.56 19.37 51.15 6.48 56.43 5.52 62.83 8.93 74.43 6.98 70.74 14.70</td>
<td></td>
</tr>
<tr>
<td>WA [44]</td>
<td></td>
<td>50.09 18.04 54.74 2.57 55.28 6.74 66.02 6.98 75.47 4.88 75.00 8.18</td>
<td></td>
</tr>
<tr>
<td>iCaRL [30, 26]</td>
<td></td>
<td>48.71 19.55 53.76 1.12 54.96 7.08 63.56 8.71 74.53 6.37 73.49 10.26</td>
<td></td>
</tr>
<tr>
<td>DER [40]</td>
<td>5000</td>
<td>53.39 13.35† 52.34 4.61 58.78† 3.86† 63.71 7.95 75.18 6.96 71.63 13.42</td>
<td></td>
</tr>
<tr>
<td>WA [44]</td>
<td></td>
<td>53.91† 13.51 55.89† 1.95 58.75 3.96† 69.23† 4.49† 75.84† 4.39† 77.51† 4.68</td>
<td></td>
</tr>
<tr>
<td>iCaRL [30, 26]</td>
<td></td>
<td>53.42 14.09 54.72 0.59† 58.58 4.06 67.94 5.46 75.78 4.75 74.98 7.41</td>
<td></td>
</tr>
<tr>
<td>LwF [22]</td>
<td></td>
<td>37.49 26.08 54.90 2.80 36.87 24.03 39.25 30.50 72.19 5.50 73.71 13.42</td>
<td></td>
</tr>
<tr>
<td>EWC [17]</td>
<td></td>
<td>37.21 24.13 54.54 3.69 33.78 27.22 14.61 66.37 71.27 8.26 73.65 8.28</td>
<td></td>
</tr>
<tr>
<td>L2P* [38]</td>
<td>0</td>
<td>41.38 25.80 41.55 3.86 32.43 27.25 33.95 29.21 75.51 1.60 69.18 15.65</td>
<td></td>
</tr>
<tr>
<td>DualPrompt* [37]</td>
<td></td>
<td>44.26 24.16 53.56 1.68 41.30 21.37 44.50 14.70 77.38 3.93 81.36 2.31</td>
<td></td>
</tr>
<tr>
<td>S-Prompts* [36]</td>
<td></td>
<td>45.50 8.00 44.18 0.78 46.36 8.65 59.70 7.32 69.89 4.35 72.77 2.25</td>
<td></td>
</tr>
<tr>
<td>Ours</td>
<td></td>
<td>56.76 9.66 59.41 0.12 60.53 4.08 70.80 1.64 80.47 0.15 83.06 0.54</td>
<td></td>
</tr>
<tr>
<td>Upper-bound</td>
<td></td>
<td>64.53 - 59.62 - 64.08 - 74.60 - 80.57 - 83.33 -</td>
<td></td>
</tr>
</tbody>
</table>

When we use pre-trained vision-language models\(^3\), detailed analysis for the data splits is provided in the appendix.

5.2. Experimental Details

### Backbones

We select two public pre-trained models as our backbones, namely ALBEF [20] and FLA V A [34]. These two models differ in fusion encoder, where ALBEF uses cross-attention between two modalities, while FLA V A uses self-attention.

We mainly analyze results on ALBEF in the main paper and provide additional results on FLA V A in the appendix.

#### Evaluation Metrics

Following the common evaluation protocols [38, 37], we use two metrics, namely Average accuracy (higher is better) and Forgetting (lower is better). We use $S_{t,\tau}$ to represent the accuracy on the $\tau$-th task after training the model on the $t$-th task. Then, Average accuracy is defined as $\frac{1}{T-1} \sum_{t<T} \sum_{\tau\leq t} \alpha_{t,\tau} S_{t,\tau}$ where $\alpha_{t,\tau}$ is a weighted factor to balance the number of testing instances in different tasks, Forgetting is defined as $\frac{1}{T-1} \sum_{t<T} \max_{t\geq\tau}(S_{t,\tau} - S_{T,\tau})$.

#### Comparing Methods

Based on [28] and our preliminary experiments, vanilla VQA models fail to tackle CL-VQA tasks, so we focus on those SOTA continual learning approaches from different categories. We compare our TRIPLET with non-prompting rehearsal-based methods: DER [40], WA [44], iCaRL [30]; regularization-based methods: LwF [22], EWC [17]; and the newly proposed prompt-based methods L2P [38], DualPrompt [37] and S-Prompts [36]. Upper-bound is the supervised fine-tuning on the i.i.d. data of each task.

To compare fairly, we use the same backbone for all these approaches, and we train with the backbone for non-prompting methods while freezing the backbone for prompt-based methods. All these approaches and our TRIPLET use the same classifier head. For rehearsal-based methods iCaRL [30], DER [40] and WA [44], we further test two sizes of replay buffer, i.e., 2000 and 5000, which show high performance in [46]. For non-prompting methods, we use the representation of “CLS” token for classification. For prompt-based methods L2P [38], DualPrompt [37] and S-Prompts [36]\(^4\), we symmetrically add textual key-prompt pairs to enhance model performance, which we denote as L2P\(^o\), DualPrompt\(^o\) and S-Prompts\(^o\). Experimental results for original structures of L2P and DualPrompt are in the appendix.

#### Training Details

For those non-prompting methods, we follow the original paper [20, 34] to set up the optimizer. For those prompt-based methods, we follow DualPrompt [37] to set up the optimizer as adamW with cosine scheduler and $4e^{-4}$ start learning rate. For all approaches, we set the training batch size to 16 for CL-VQA2.0 and 64 for CL-TDIUC. For L2P\(^o\) [38], we use the same hyperparameters as [37] does. For DualPrompt\(^o\) [37], we add deep-prompts to the [0-2] MHA layers for G-prompts and [2-5] MHA layers for E-prompts, and set $L_G = 5$, $L_E = 20$ (See Eq. (4)). For TRIPLET, we keep the same hyperparameter with DualPrompt\(^o\)’s for Multi-Modal Prompt. After hyperparameter searching, we set $d = 20$, $\lambda_1 = 0.1$, $\lambda_2 = 0.01$.

\(^3\)These models are usually trained with images from COCO [23] and Visual Genome [18].

\(^4\)We adapted S-iPrompts for CL-VQA.
Overheads For each task, our proposed TRIPLET method trains a set of additional key-prompt pairs, as well as an interaction constraint matrix, which leads to the 0.55% and 0.44% extra memory cost based on ALBEF [20] and FLAVA [34], respectively. Other SOTA prompt learning-based methods L2P° and DualPrompt° take 0.47% and 0.31% extra memory based on ALBEF, and 0.41% and 0.27% based on FLAVA, respectively. We also compare our methods with DualPrompt° with the same 0.55% extra memory on ALBEF as shown in Sec. 5.4.

5.3. Main Results

We summarize the main results in Tbl. 1 for the continual scenarios on CL-VQA 2.0 and CL-TDIUC.

Overall Performance The results indicate that the proposed TRIPLET significantly outperforms baseline methods across various settings, including those models using extra buffer and the two recently proposed prompt-based methods L2P° and DualPrompt°, considering average accuracy and forgetting. We also find baseline methods’ performances differ across various scenarios, demonstrating the importance of our proposed comprehensive formulation. Methods generally achieve higher average accuracy in CL-TDIUC than CL-VQA2.0, which is consistent with the i.i.d. accuracy in original splits [9, 14]. However, there is no obvious partial order relationship for the forgetting metric on the two splits, as forgetting is also related to the task-wise differences inside each scenario.

We also trace the first task’s accuracy during different training stages (denoted as task ID) in Fig. 4, in ConLS settings. We could find that our method shows the best overall performance. Besides, as we formulate CL-VQA w.r.t. inputs, there exists some answer overlap between tasks, which would help the model recall previous knowledge and result in the accuracy ascent for all methods after the final task.

Findings Moreover, we observe some interesting findings for pre-trained vision-language model-based continual learning. In Continual Language Scenarios, rehearsal-based methods (DER, WA, and iCaRL) achieve much higher performance than exemplar-free methods (EWC and LwF). However, in Continual Vision Scenarios, they achieve comparable results, and this observation is consistent with the results in [28]. A possible explanation is that with pre-trained knowledge, Continual Language Scenarios, where tasks have significant different answer distributions from each other, is more difficult than Continual Vision Scenarios, where tasks have similar answer distributions. Another phenomenon is that the larger size of the buffer offers little help for performance. This is because VQA datasets usually contain high-dimensional and long-tailed answer labels, and it is difficult to select representative replay examples with the existing strategies.

5.4. Ablation Study

We conduct first four ablation studies based on the ALBEF backbone for a more in-depth understanding of the proposed TRIPLET method.

The Effectiveness of Selective Deep Decoupling We learn from [37]’s empirical results that the prompts work better in the first six layers. In ALBEF, the visual encoder has 12 layers, and fusion and textual encoders have 6 layers. Thus, we conduct an ablation study on the ConLS CL-VQA2.0 to search best layers. As shown in Tbl. 2, we find the best performance to add E-Prompt from layers 2 to 5 and G-Prompt from layers 0 to 2. The highest performance in the second row demonstrates the effectiveness of Selective Deep Decoupling.

The Effectiveness of Prompt Interactions As shown in Tbl. 3, our performance stably improves with prompt interaction strategies in all scenarios. We also conduct additional experiments for different components of prompt modality and task interaction strategies in Tbl. 4. Improved perfor-

<table>
<thead>
<tr>
<th>Prompt Position</th>
<th>Avg. Acc (↑)</th>
<th>Forgetting (↓)</th>
</tr>
</thead>
<tbody>
<tr>
<td>E: [2,3,4], G: [0,1,2]</td>
<td>55.75</td>
<td>10.72</td>
</tr>
<tr>
<td>E: [2,3,4,5], G: [0,1,2]</td>
<td>56.32</td>
<td>10.37</td>
</tr>
<tr>
<td>E: [0,1,2,3,4,5], G: [0,1,2,3,4,5]</td>
<td>54.59</td>
<td>12.32</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Scenario</th>
<th>M &amp; T Interaction</th>
<th>CL-TDIUC</th>
<th>CL-VQA2.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>ConLS</td>
<td>✓</td>
<td>70.26</td>
<td>56.32</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.64</td>
<td>9.66</td>
</tr>
<tr>
<td>ConVS</td>
<td>✓</td>
<td>80.27</td>
<td>59.27</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.40</td>
<td>1.02</td>
</tr>
<tr>
<td>ConVLS</td>
<td>✓</td>
<td>84.07</td>
<td>59.41</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.15</td>
<td>0.12</td>
</tr>
<tr>
<td></td>
<td>✓</td>
<td>82.94</td>
<td>60.05</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.59</td>
<td>4.43</td>
</tr>
<tr>
<td></td>
<td>✓</td>
<td>83.06</td>
<td>60.53</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.54</td>
<td>4.08</td>
</tr>
</tbody>
</table>
In this paper, we are the first to propose a comprehensive formulation for CL-VQA to conduct extensive multimodal continual evaluations. Based on our formulation, we further propose TRIPLET, the first multimodal prompt learning-based continual model for CL-VQA, which achieves state-of-the-art results across various settings in the experiments.
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