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Abstract

Recently, large-scale pre-trained language-image mod-
els like CLIP have shown extraordinary capabilities for un-
derstanding spatial contents, but naively transferring such
models to video recognition still suffers from unsatisfactory
temporal modeling capabilities. Existing methods insert
tunable structures into or in parallel with the pre-trained
model, which either requires back-propagation through the
whole pre-trained model and is thus resource-demanding,
or is limited by the temporal reasoning capability of the
pre-trained structure. In this work, we present DiST, which
disentangles the learning of spatial and temporal aspects
of videos. Specifically, DiST uses a dual-encoder struc-
ture, where a pre-trained foundation model acts as the spa-
tial encoder, and a lightweight network is introduced as
the temporal encoder. An integration branch is inserted
between the encoders to fuse spatio-temporal information.
The disentangled spatial and temporal learning in DiST is
highly efficient because it avoids the back-propagation of
massive pre-trained parameters. Meanwhile, we empiri-
cally show that disentangled learning with an extra net-
work for integration benefits both spatial and temporal un-
derstanding. Extensive experiments on five benchmarks
show that DiST delivers better performance than existing
state-of-the-art methods by convincing gaps. When pre-
training on the large-scale Kinetics-710, we achieve 89.7%
on Kinetics-400 with a frozen ViT-L model, which verifies
the scalability of DiST. Codes and models can be found in
https://github.com/alibaba-mmai-research/DiST.

1. Introduction

Video understanding is a fundamental yet challenging re-
search topic in computer vision. Early approaches for this
task learn spatio-temporal representations by designing dif-
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Figure 1: Accuracy vs. per-video GFLOPs on SSV2 [19]

and K400 [29] with ViT-B/16 [12]. “EVL” [39]: Efficient
Video Learning. “ST-A” [45]: ST-Adapter. “CLIP”: Fully
fine-tuning the CLIP pre-trained image encoder.

ferent architectures, such as two-stream models [28, 65],
3D networks [59, 16, 29], Transformers [1, 3, 72], and
they have achieved impressive progress on some challeng-
ing benchmarks [29, 19]. Recently, a new paradigm that
transfers the large-scale language-image pre-training mod-
els, e.g., CLIP [52], to video understanding tasks [26, 39,

, 31] has been drawing lots of attention due to its remark-
able spatial modeling potential, and it deserves the enhance-
ment of the potential for spatio-temporal reasoning.

As in Fig. 2 (a), a popular design for efficient transfer
learning is to insert tunable structures between pre-trained
Transformer blocks [45, 37, 18, 8]. Parameter-efficient as it
is, it would require back-propagation through massive pa-
rameters that are supposed to be frozen, which is inefficient
in training. With a large number of video frames, this in-
efficiency hinders the scaling of large video-text foundation
models under limited GPU memory, as in Fig. 1. To tackle
this, the recent work [39] introduces a decoder in parallel
with the pre-trained encoder. This indeed increases train-
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Figure 2: Comparison with existing efficient fine-tuning approaches for video recognition. (a) ST-Adapter [45]. (b) EVL [39].
(¢) Our proposed DiST. “BP-Free” indicates “back-propagation-free” for the encoder. “Temp.” and “Spat.” are “temporal

modeling” and “‘spatial modeling”, respectively.

ing efficiency by avoiding back-propagation through pre-
trained parameters. However, the major function of the de-
coder in such an approach is to collect relevant information
from the frozen encoder, which makes the output of the de-
coder highly correlated to the spatial information provided
by the pre-trained image Transformer.

In this work, we present DiST, a dual-encoder frame-
work for efficiently transferring the pre-trained image-text
foundation models to video-text ones. DiST shares the mer-
its of both frameworks mentioned above by disentangling
the spatial and temporal modeling: (i) by connecting all
the structures in parallel to the frozen model, DiST avoids
the back-propagation through the massive parameters in the
pre-trained Transformer; (ii) by introducing a separated en-
coder that specifically designed to extract temporal informa-
tion for the input video, the temporal modeling capability is
enhanced. Further, to simultaneously exploit the spatial se-
mantics and the temporal information extracted by the dual-
encoder structure, an integration branch is imposed to fuse
the features from both spatial and temporal encoders.

We evaluate DiST on three challenging supervised
video recognition benchmarks, i.e., Kinetics-400 [29],
Something-Something v2 [19], Epic-Kitchens-100 [10],
and two zero-shot benchmarks, i.e., UCF101 [55] and
HMDBSI1 [23]. Our DiST achieves state-of-the-art per-
formance on all datasets with convincing gains to existing
approaches. Moreover, under limited resources, DiST en-
ables us to pre-train on large-scale video datasets since only
the lightweight temporal encoder and integration branch re-
quire pre-training. With Kinetics-710 for pre-training, we
verify the superior scalability of DiST and achieve better
performance than fully fine-tuned ones.

2. Related Works

Visual-language Pre-training. Recently, visual language
pre-training [42, 41, 56, 79, 34, 52,75, 24, 74] has made re-
markable progress. One of the most representative works is
CLIP [52]. Following that, a series of prompt-based [33, 78,

, 2, 76] and adapter-based [48, 18, 37, 57] works explored
how to efficiently transfer the pre-trained models to image
tasks. Meanwhile, transferring language-image pre-trained
models to videos [67, 45, 39, 44, 27, 9] has attracted wide

attention due to its striking performance. For example, Ni et
al. [44] proposed adopting a cross-frame attention module
and video-specific text prompts for remarkable video “zero-
shot” generalization ability. EVL [39] employed frozen
CLIP models to extract video features for efficient video
learning. Pan ef al. [45] inserted spatial-temporal adapters
(ST-Adapter) into pre-trained transformer blocks to enable
space-time modeling capabilities in image models.

EVL [39] is mostly related to ours. It uses a transformer
decoder to collect spatial information from frozen features,
which is also back-propagation-free for pre-trained param-
eters. However, our DiST adopts a dual encoder structure
to exploit video specific temporal changes, and enjoys both
strong space-time modeling and high training efficiency.
Video Recognition. One of the key aspects of video
recognition is exploring temporal patterns in videos. For
convolutional-based methods [54, 59, 50, 66, 7, 63, 60,

, 61, 38, 73, 64, 20, 14], which introduce 3D convo-
lutions [59, 7], factorized spatial and temporal convolu-
tions [50, 61, 16], and convolutional modules with tem-
poral modeling capabilities [25, 38, 51, 35, 62, 20]. Due
to the limited receptive field of convolutional networks,
Transformer-based approaches [1, 3, 13, 36, 53, 32, 40,

, 43, 4] with global attention have achieved promis-
ing performance. For example, ViViT [I] and Trans-
former [40] achieve space-time modeling by factorized
spatial and temporal transformers and window attention,
respectively. Apart from designing the model architec-
ture, recently, self-supervised video representation learn-
ing [46, 17,49,22, 11, 15, 58, 69, 68] has also gained pop-
ularity due to its impressive performance.

Our multi-branch design shares similar spirit with Slow-
Fast [16] and Multiview Transformers [72], which both de-
sign different views for similar network structures, and all
parameters require back-propagation for training. Never-
theless, our work designs an asymmetric network structure
with strong temporal modeling capability, and gets rid of
back-propagation for massive parameters.

3. Approach

In this work, we seek to empower the large-scale pre-
trained language-image models with spatial-temporal mod-
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Figure 3: The overall framework of DiST. DiST contains three components, including a spatial encoder, a temporal encoder

and an integration branch. The spatial encoder is a CLIP [

] pre-trained Vision Transformer (ViT) [

], which is frozen and

back-propagation-free in training. The temporal encoder is composed of a series of lightweight temporal blocks (T-Block),
which is responsible for capturing dynamic temporal patters in videos. The integration branch consists of multiple interaction
blocks (I-Block), which are designed to integrate the features from the spatial encoder and the temporal encoder.

eling capability in training efficient way. Specifically, as
shown in Fig. 3, the proposed DiST comprises three com-
ponents: the spatial encoder, temporal encoder, and integra-
tion branch. The spatial encoder is a heavy CLIP pre-trained
Vision Transformer (ViT), which extracts frozen features
for sparse frames with powerful spatial semantics. The tem-
poral encoder is a lightweight spatio-temporal network with
low-channel capacity, adopting dense frames as input and
capturing temporal patterns specific to video understand-
ing. The integration branch links the spatial and temporal
encoders by interacting with the disentangled spatial and
temporal features. In this section, we first briefly present
the formulation of the spatial encoder in Sec. 3.1. Then, the
temporal encoder and integration branch are elaborated in
Sec. 3.2 and Sec. 3.3, respectively. Finally, the training loss
is introduced in Sec. 3.4.

3.1. Spatial Encoder

In DiST, the spatial encoder is an off-the-shelf feature
extractor without recording the gradients, resulting in sig-
nificant efficiency improvements during training. It extracts
independent spatial features from several sparse frames.
Given a video clip V; € RIT*XHXWX3  where T, H and
W are the frame number, height, and width, respectively.
Following ViT [12], each frame is split into N = % X %
patches, and the patch size is denoted as P x P. Then, these
small patches are projected by a fully connected layer, i.e.,
the 2D stem in Fig. 3, which generates a sequence of patch
embeddings [XE?I),XE?Q), . ,XE?J)V], where t = {1,--- ,T}
is the frame index. Next, an additional learnable token X,
is concatenated for each frame, and the full inputs of Trans-
former blocks are denoted as:

0 0 0 0
Xf& ) = [Xg,c)lsvxg,l)axg,ga o

(0) spatial
’ ’Xt,N] + P,

6]

where the (N + 1) embeddings are enhanced with the train-
able spatial position embedding P4, Assuming that the
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Figure 4: (a) shows the structural details of Temporal Block
(T-Block). Our default structure is R(2+1)D [61]. (b) illus-
trates the structural details of Interaction Block (I-Block).

spatial encoder has L Transformer blocks, the features of
the [y, layer for the ¢y, frame can be extracted by:

Xgl) = Transformer(l)(Xglfl)) e RWHDXC 1 (2)

where [ {1,---, L} refers to the layer index and C
is the channel dimension. We adopt the notation X (")
[Xgl)7 e ,ng)] € RTX(N+DXC o represent the spatial
features of 7" frames in the [y, layer.

3.2. Temporal Encoder

With powerful spatial semantics from the CLIP pre-
trained spatial encoder, we expect to train a lightweight
temporal-specific network to disentangle the fine-grained
motion learning for video understanding. Therefore, we de-
sign a general temporal encoder, which can utilize the origi-
nal video frames as input and receive the semantic guidance
from the spatial encoder. Without losing generality, we as-
sume that the number of frames in the temporal encoder
is T, v € {1,2,4}, which means that the temporal in-
put Vy € RYT*H*WxX3 can be sampled around the spatial
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input V by ~y times. Next, V is projected by a 3D con-
volution, i.e., the 3D stem in Fig. 3, for patch embedding.
The kernel size and stride of the 3D stem in spatial dimen-
sion are both P to align with the spatial size in the spatial
encoder for feature integration. Thus the projected tempo-
ral features can be formulated as: Z(®) = Conv3d(V;) €
RYTXEXEXBC Here, 8 € {4, 5, é, 1}, indicates the
channel reduction rate of the temporal encoder. Note that
we do not perform temporal downsampling to preserve
more temporal details. Then, a series of lightweight Tempo-
ral Blocks (T-Block) are designed to extract spatio-temporal
patterns for these frames, which can be written as:

Z") = T-BlockM(Z(~1 4 Z(-1D)) g RITX B FxFC
3)
where the function T-Block(-) is the smallest unit that can
perform spatio-temporal modeling. As shown in Fig. 4 (a),
the classic R(2+1)D [61] is adopted for T-Block(-) by
default. Meanwhile, other optional designs, such as
the convolution-based C3D [59], TAdaConv [20] and the
transformer-based joint space-time transformer [58], have
also been explored in Tab. Ic. Although the joint trans-
former generates a large self-attention matrices, it still feasi-
ble due to the low channel capacity of the temporal encoder.
The Z~1 indicates the interaction features from the inte-
gration branch. It will be introduced in the next section.

3.3. Integration Branch

The role of the integration branch can be summarized
into two aspects: (i) receiving and integrating the spa-
tial and temporal features into more discriminative spatio-
temporal representations; (ii) performing feature interac-
tions between the spatial encoder and temporal encoder.
Specifically, it transfers the powerful semantics from the
spatial encoder to temporal encoder, thus guiding the ran-
dom initialized temporal encoder to capture temporal clues.

The integration branch is composed of a series of In-
teraction Blocks (I-Block). The structural details of one
I-Block are shown in Fig. 4. Formally, for X® from the
spatial encoder and Z(") from the temporal encoder, we first
adopt addition to absorb them into the integrated features
YD ¢ RT*(N+1)xeC from the previous layer, and then
perform spatio-temporal fusion by a temporal Feed Forward
Network. This can be expressed as:

YO =yt FC(X(Z)) + \I/(l)(z(U)7

Y = FC(o(FC(LN(Y ")))) 4 FC(o(TConv(LN(Y )))).
)

Here, Y is 0. FC(X®") reduces the channel dimension
from C to aC. W (.) is the lateral interaction from the
temporal encoder to the integration branch that will be dis-
cussed later. FC(-), LN(-), TConv(-) and o(-) are abbre-
viations of the linear layer, layer normalization, 1D con-
volution with the kernel size of 3 X 1 x 1 and activation

function, respectively. The 1D convolution introduced here
is to further encourage the spatio-temporal blending for the
disentangled spatial and temporal features.

Based on the elaborately designed architecture men-
tioned above, the integration branch is capable of simultane-
ously receiving the spatial semantics and temporal patterns,
and then integrating them into unified spatio-temporal rep-
resentations for video recognition.

Next, we discuss the interaction details between the in-
tegration branch and the temporal encoder. First, the inter-
action function W(-) is responsible for transmitting the in-
formation from the temporal encoder (i.e., Z 1) to the inte-
gration branch. In implementation, to align with the feature
size of the integration branch, ¥(-) needs to downsample
the temporal dimension of Z() ¢ RYT* X5 x50 from
~T to T, then increases the channels from SC to aC, and
appends a new class token to align the number of tokens
(i.e., N +1)in Y=, Formally, () can be written as:

U(Z) = [Flatten(DConv(Z)), zq,] € RT*NHDxaC " (5)

where DConv(-) is a temporal convolution for temporal
downsampling, whose kernel size and stride are both -~y
in temporal dimension. The input and output channels of
DConv(-) are SC and aC. The function Flatten(-) flattens
the spatial dimension % X % to N. zgs € RTX1xaC g4
trainable class token. [, -] indicates the concatenation. In
this way, the function ¥ (-) realizes the feature alignment of
the temporal branch and the integration branch.

The interaction from the integration branch to the tem-
poral encoder is defined in Eq. 3, i.e., the notation yAGYS
For simplicity, we use Z® instead of Z(U~Y for discussion.
Therefore, 7 can be formulated as:

Z0 = oY=V 4+ Fe(X®)). (6)

Here, Y(~1 is the integrated feature from the previous
layer and XV is the spatial feature from the current layer.
For Z(O), we set it to 0. This design can ensure that the
spatio-temporal semantic guidance can be timely injected
into the temporal encoder.

For the function ®(-), which is responsible for the com-
patibility of the integration features (RT*(N+1)xaCy with
the temporal features (RY7 % 7 X & x8C) Therefore, we first
remove the spatial class token, and reduce the channels from
aC'to BC by a linear layer. Then, to upsample the temporal
dimension from 7" to vT', we adopt the nearest interpolation
by default. Finally, the N tokens of each frame are reshaped
to % X % to align with the temporal features in Eq. 3.

Unless particularly emphasized, the above-discussed
downsampling and upsampling methods are the default im-
plementation for ¥(-) and ®(-), respectively. There are
also other alternative implementations, such as the temporal
convolution in function ¥(-) can be replaced with a combi-
nation of a pooling layer and a linear layer, and the nearest
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Temp.Encoder Integ.Branch|SSV2 K400  Integ.—Temp. Temp.—Integ.|SSV2 K400 case ‘SSVZ K400 GFLOPs
EVL [39] 61.0 829 X X 67.5 83.0 TAda[20] | 67.8 824 162.0
X X 55.0 799 v X 679 834 C3D[59] | 67.8 82.6 168.2
v X 63.2 81.8 X 4 67.7 83.1 J. Trans. [58] | 67.6 83.5 165.0
X 4 65.9 83.0 v 4 68.7 83.6 R2+1)D [61]] 68.7 83.6 163.1
v v 68.7 83.6

(a) “Temp.” is the abbreviation of “tempo-
ral”. “Integ.” is the abbreviation of “Integra-
tion”.

(b) “Integ.—Temp.” indicates the interac-
tions from the integration branch to the tem-
poral encoder, and vice versa.

(c) Optional designs of T-Block. “J. Trans.”
is the space-time joint transformer.

Spat. Temp. v|SSV2 K400 GFLOPs Dim « ‘SSV2 K400 GFLOPs Dim § ‘SSV2 K400 GFLOPs
8 11679 834 158.7 9 1/8| 62.6 79.0 1494 64 1/12| 679 83.2 159.7
& 16f 2| 68.7 83.6 163.1 192 1/4] 66.7 82.0 152.8 96 1/8 | 68.7 83.6 163.1
32f 4|69.1 833 171.6 384 1/2| 68.7 83.6 163.1 128 1/6 | 68.6 833 167.4
64f 8| 685 83.6 188.8 768 1 | 68.7 833 196.1 192 1/4| 689 834 178.7

(d) Varying values of +, i.e., the number of (e) Varying values of a, i.e., the channel ca-
pacity of the integration branch.

frames in the temporal encoder.

(f) Varying values of 3, i.e., the channel ca-
pacity of the temporal encoder.

Table 1: Ablations on Something-Something V2 and Kinetics-400. Our spatial encoder is a 8-frame vanilla ViT-B/16 pre-

trained by CLIP [

] with a channel width of 768. The TSN [

] uniform sampling is performed on both datasets. The

inference protocol of all models and datasets are 3 clips x 1 center crop.

interpolation in ®(-) can be replaced with trilinear interpo-
lation or deconvolution. These optional designs will be fur-
ther explored in experiments, i.e., Sec. 4.

3.4. Training Loss

The integration of the disentangled spatial and temporal
information yields semantically rich spatio-temporal repre-
sentations, which can lead to more promising video recog-
nition performances. Next, following CLIP [52], we first
perform adaptive pooling to obtain a video-level class token
Y5 for the representation of Y (L), Then, the text features
of the correct category labels are taken as positives, and con-
trastive loss is employed to train both the temporal encoder
and integration branch. The formulation can be written as:

yes = Proj(AdaPooling(Y(9))),
eXP(Sim(YCISa 117;)/7') (7N
STkl exp(sim(yas, ue) /7)”

Lcp = —log

where Proj(-) indicates the projection to the classification
space. sim(+,-) is the normalized cosine similarity. u; is a
text feature for the 7y, label. Here, we assume the correct
label of y.s is 7. T refers to the temperature parameter. In
this manner, the proposed structure can project videos into
a text space, which not only enables the video recognition
but also retains the zero-shot ability for videos.

4. Experiments
4.1. Implementation

Datasets. We evaluate our proposed DiST on five
widely used benchmarks, i.e., Kinetics-400 (K400) [29],
Something-Something V2 (SSV2) [19], Epic-Kitchens-100

(EK100) [10], HMDBS51 [23], and UCF101 [55]. K400 is
a large scale action recognition dataset spanning 400 differ-
ent human actions. SSv2 is a commonly used temporally-
heavy dataset. EK100 is a egocentric recorded interaction
between persons and objects in the kitchen. Each video is
labeled with a verb and a noun. UCF101 and HMDBS51 are
two relatively small action recognition datasets, which are
employed for zero-shot evaluation following [44].
Architecture. Following previous work [39], we use the
CLIP [52] pre-trained ViT-B/16, ViT-L/14 and ViT-L/14-
336p as our spatial encoder. Unless otherwise specified, we
mark the default settings in the temporal encoder and the
integration branch in gray in Sec. 4.2.

Training settings. All training and testing settings are pro-
vided in Appendix.

4.2. Ablation Studies

The role of the temporal encoder and integration
branch. In Tab. la, we attempt to remove the tempo-
ral encoder and integration from DiST to observe their ef-
fects. Compared with the spatial encoder only (the 1st line),
imposing temporal encoder and the integration branch can
both significantly boost performance, for example, the im-
provements on SSV2 reach 10.9% and 8.2%, respectively.
DiST without integration branch cannot interact and inte-
grate the independent spatial and temporal information, re-
sulting in poorer performance. However, with the integra-
tion branch, incorporating the temporal encoder to learn
more video-specific features further yields a gain of 2.8%,
which proves the necessity of the disentangled temporal en-
coder.

The feature interactions between the temporal encoder
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Figure 5: (a) We evaluate three different pairs of feature
correlations by CKA similarities [30]: (i) EVL [39] features
and CLIP features; (ii) our integrated features and CLIP fea-
tures; (iii) our temporal features CLIP features. (b) Visual-
ization of the magnitude of features. Red indicates a large
magnitude of feature activation values, while blue indicates
a small magnitude.

and integration branch are explored in Tab. 1b. One can
observe that both directions of information transmission can
improve performances, and the combination of the two can
boost accuracy more significantly, e.g., the improvement
can reach 1.2% on SSV2. This demonstrates that the spatio-
temporal blending in the integration branch and the spatial
semantic guidance in temporal encoder are both essential.

Optional designs of T-Block. The T-Block is intended
to empower the lightweight temporal encoder with tempo-
ral modeling capabilities. Here, we attempt three differ-
ent modules in Tab. lc, i.e., the convolution-based TAda-
Conv [20], C3D [59] and R(2+1)D [61], the transformer-
based joint spatial-temporal Transformer [58].  The
R(2+1)D outperforms the other approaches by about 1%
with less computation on SSV2. We speculate that the
lighter R(2+1)D may be easier to optimize.

The parameter analysis of 7, @ and 3. (i) Our tempo-
ral encoder can receive flexible frames as input. ~ deter-
mines the number of frames input to the temporal encoder.
Tab. 1d shows that more frames can introduce richer tem-
poral clues and consistently boost the accuracies, especially
for the temporally-heavy dataset (i.e., SSV2). However, for
computation efficiency, we set y to 2 by default, which can
produce 0.8% gain on SSV2 compared with v = 1. (ii) o
determines the channel width of the integration branch. As
in Tab. le, when channel width is 96 (o = 1/8), compared
with 384 (o = 1/2), the performance degradation is 6.1%
(68.7% vs. 62.6%) on SSV2. This is because the integra-
tion branch requires a larger channel width to accommodate
the rich semantics in spatio-temporal fusion. Nevertheless,
the channel width of 768 (a = 1) can not further improve
accuracy, which means that 384 is sufficient. (iii) Tab. 1f ex-
plores the impact of the channel dimension of the temporal
encoder. Since the spatial encoder provides powerful spatial
semantics, the temporal encoder only needs to capture spe-
cific motions in videos. When the channel dimension is 96
(8 = 1/8), it can achieve satisfactory performance, the gain

Downsampling ‘ Top-1
Avg Pooling 68.3
Max Pooling 68.4 Trilinear 68.3

DConv 68.7 Nearest 68.7

(a) (b)
Table 2: Alternative designs for feature interactions on
SSV2. (a) Replacing the downsampling function in ¥(-)
with different pooling functions. (b) Replacing the nearest
interpolation in ®(-) with different upsampling functions.
“DeConv” is deconvolution.

Upsampling | Top-1
DeConv 67.8

Training Inference
Method Memory  Step  Epoch ‘ Throughput
ST-Adapter [45] | 39.10G  0.95s 38 50
EVL [39] 15.05G  0.71s 45 38
DiST 12.68G  0.52s 36 48

Table 3: Training and inference costs on SSV2. “Step”:
the training step time with batch size of 32 on A100-80G.
“Throughput”: inference throughput (Videos/s).

is 0.8% compared with smaller 64 dimensions. Meanwhile,
more channels are also saturated, which implies designing
a lightweight temporal encoder is reasonable.

Has the temporal encoder learned video-specific repre-
sentations? To demonstrate this, we first utilized CKA sim-
ilarity [30] to analyze the feature correlation between vari-
ous video features and the CLIP pre-trained image features.
As shown in Fig. 5 (a), we can see that the video features
learned by EVL [39] are highly correlated with the image
features generated by CLIP. This explains the reason why
EVL has weak temporal modeling ability. However, the
correlations of our integrated feature, temporal feature are
gradually weakened, which fully demonstrates that decou-
pling spatio-temporal learning indeed enables the temporal
encoder to capture temporal patterns largely complemen-
tary to spatial features. In Fig.5 (b), we further visualize the
activation amplitude of the features from the temporal en-
coder and the spatial encoder. As can be seen, the temporal
is more sensitive to the inter-frame motion, thus facilitating
the learning of video-specific features.

Optional designs for feature interactions. In Tab. 2, we
evaluate the downsampling ways in function ¥(-) and up-
sampling ways in function ®(-) for feature interactions.
First, for downsampling, the learnable temporal convolution
(i.e., DConv) slightly outperformed the pooling methods by
around 0.3%. Intriguingly, for the upsampling methods, the
performance with the learnable deconvolution is worse. We
speculate that the deconvolution and trilinear incorporates
adjacent frames, resulting in spatial semantic shifts. We
thus employ DConv and nearest as our default.

Training and inference consumption. In Tab. 3, we com-
pare the training and inference time with existing efficient
fine-tuning approaches under the same hardware. Firstly,
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Method Pre-train Architecture Input Size FLOPsxCr.xCl. (T) Param (M) Frozen Top-1 Top-5
SlowFast [16] ImageNet-21K  RIOI+NL 16 x 2242 0.1x3x1 60 X 63.1 87.6
ViViT FE [1] IN21K+K400 ViT-L 16 x 2242 1.0x 3 x4 612 X 654  89.8

MTV-B(320p) [72] IN21K+K400 - 32 x 2242 09x3x4 310 X 68.5 90.4
MVIT [13] Kinetics-600  MVIiT-B-24 32 x 2242 0.2x3x1 53 X 68.7 91.5
Video Swin [40] IN21K+K400 Swin-B 32 x 2242 03x3x1 60 X 69.6 92.7
TAdaConvNeXtV2 [21] INIK+K400 ConvNeXt-S 32 x 2242 0.2x3x%x2 82 X 70.0 92.0
EVL  [39] CLIP-400M ViT-B 32 x 2242 0.68 x1x3 175 v 62.4 -
ST-Adapter + [45] CLIP-400M ViT-B 32 x 2242 0.61 x1x3 93 v 69.5 92.6
DiST, - CLIP-400M ViT-B 8 x 2242 0.16 x 1 x 3 105 v 68.7 91.1
DiST, - CLIP-400M ViT-B 16 x 2242 0.32x1x3 105 v 70.2  92.0
DiST, - CLIP-400M ViT-B 32 x 2242 0.65x1x3 105 v 709 92.1
UnifromerV2 [31] CLIP-400M ViT-L 32 x 2242 1.73 x1x3 574 X 73.0 945
TAdaFormer [21] CLIP-400M ViT-L 32 x 2242 1.70 x 2 x 3 364 X 73.6 -
EVL  [39] CLIP-400M ViT-L 32 x 2242 3.21x1x3 654 v 66.7 -
EVL  [39] CLIP-400M ViT-L 32 x 336> 8.08 x1x3 654 4 68.0 -
ST-Adapter - [45] CLIP-400M ViT-L 32 x 2242 275 x1x3 347 v 723 939
DiST, -, CLIP-400M ViT-L 8 x 2242 0.71 x 1 x 3 336 v 70.8 923
DiST, -, CLIP-400M ViT-L 16 x 2242 142 x1x3 336 v 725  93.0
DiST, -, CLIP-400M ViT-L 32 x 2242 2.83x1x3 336 v 731  93.2

Table 4: Comparison with the state-of-the-art methods on Something-Something V2. “Cr.” and “Cl.” are the abbreviation for
“spatial crops” and “temporal clips”. “Frozen” indicates freezing the CLIP pre-trained parameters.

Method ~ Model Frames |HMDB51 UCF101
ActionCLIP [67] B/16 32x1x1[40.8+54 583+3.4
X-CLIP [44]  B/16 32x1x1|44.6+52 72.0+2.3

Method Model Frames ‘Verb Noun Action
EVL  [39] B/16 8x3x1|62.7 51.0 37.7
ST-Adapter - [67] B/16 8x3x1[67.6 55.0 -

DiST, - B/16 32x1x1|55441.2 72.3+£0.6 DiST, -, B/16 8x3x1|69.5 58.1 45.8
DiST - L/14 32x1x1|57.5£1.6 74.94+0.8 DiST, -, L/14 8x3x1[70.7 61.6 48.9
(a) (b)
Table 5: Comparison with the state-of-the-art CLIP-based methods on three datasets. ““*”: frozen backbone. (a) Zero-shot

accuracy on HMDBS51 [23] and UCF101 [55] across three splits. (b) Results on the Epic-Kitchens-100 [10] validation set.

in training, as a back-propagation-free approach, the GPU
memory consumption of our DiST is merely 32% (i.e.,
12.68G v.s. 39.10G) of ST-Adapter [45]. Benefiting from
the lightweight design of the temporal encoder, the training
step time is only 73% of EVL [39], which is also based on
the back-propagation-free backbone. Moreover, the training
epochs required by DiST is also less than that of EVL [39]
and ST-Adapter [45], since the complete reliance on image-
specific features for spatio-temporal learning may poten-
tially pose additional challenges. Secondly, in inference, we
test the throughput for the above methods with batch size of
32. Since ST-Adapter [45] has no additional branches, its
throughput is slightly higher than our DiST. However, com-
pared with the similar EVL, our throughput is increased by
1.26 x (i.e., from 38 Videos/s to 48 Videos/s).

4.3. Comparison with State-of-the-art

Zero-shot experiments. Due to the retention of the frozen
text branch, our approach is still able to conduct zero-shot

tasks. We employ the 32-frame Kinetics-400 fine-tuned
models in Tab. 6 for evaluation. As in Tab. 5a, with the same
pre-trained model (i.e., ViT-B/16), our method remark-
ably outperforms existing fully fine-tuned X-CLIP [44] by
10.8% on HMDBS51 and is more stable across different
splits. The relatively minor improvement on UCF101 is at-
tributed to the spatially-focused dataset with limited tempo-
ral clues available for utilization. Furthermore, DiST with
larger models can achieve consistent performance gains
which can be attributed to the excellent architectural scal-
ability of DiST.

Egocentric action recognition. Tab. 5b presents fair com-
parisons between our DiST and existing Frozen-CLIP ap-
proaches. It is evident that DiST consistently demonstrates
a convincing performance advantage. With the same ViT-
B/16 as spatial encoder, DiST achieves accuracy improve-
ments of over ST-Adapter [45] by 1.9% and 3.1% on verbs
and nouns, respectively. This is attributed to decoupling
temporal encoder to learn representations that complement
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Method Pre-train Architecture  Input Size TFLOPsxCr.xCl. Param (M) Frozen Top-1 Top-5
SlowFast [16] - R101+NL 16 x 2242 0.4 x3x10 60 X 79.8 939
TimeSformer [3] ImageNet-21K ViT-L 96 x 2242 84x3x1 430 X 80.7 94.7
MVIT [13] - MViT-B 64 x 2242 0.5x1x5 37 X 81.2 95.1
ViViT FE [1] ImageNet-21K ViT-L 128 x 2242 40x3x1 N/A X 81.7 9338
Video Swin [40] ImageNet-21K Swin-L 32 x 2242 0.6 x3x14 197 X 83.1 959
TAdaConvNeXtV2 [21] TmageNet-21K ConvNeXt-B 32 x 2242 03x3x4 146 X 83.7 -
ST-Adapter [45] CLIP-400M ViT-B 32 x 2242 0.61 x1x3 93 v 82.7 962
EVL " [39] CLIP-400M ViT-B 32 x 2242 0.59 x1x3 115 v 84.2 -
DiST, - CLIP-400M ViT-B 8 x 2242 0.16 x 1 x 3 112 v 83.6 963
DiST, -, CLIP-400M ViT-B 16 x 2242 0.32x1x3 112 v 844  96.7
DiST, - CLIP-400M ViT-B 32 x 2242 0.65 x1x3 112 v 85.0 97.0
DiST, -, CLIP-400M+K710 ViT-B 32 x 2242 0.65 x1x3 112 v 86.8 975
UnifromerV2 [31] CLIP-400M+K710 ViT-L 32 x 2242 2.66 X 2 x 3 354 X 89.3 982
TAdaFormer [21] CLIP-400M+K710 ViT-L 32 x 2242 1.41 x 4 x 3 364 X 89.5 -
ST-Adapter  [45] CLIP-400M ViT-L 32 x 2242 275 x1x3 347 v 872 97.6
EVL  [39] CLIP-400M ViT-L 32 x 2242 270 x1x3 363 v 87.3 -
DiST - CLIP-400M ViT-L 8 x 2242 0.71x1x3 343 v 86.9 97.6
DiST - CLIP-400M ViT-L 16 x 2242 142 x1x3 343 v 87.6 97.8
DiST - CLIP-400M ViT-L 32 x 2242 2.83x1x3 343 v 88.0 979
DiST - CLIP-400M+K710 ViT-L 32 x 2242 283 x1x3 343 4 89.5 984
X-CLIP [44] CLIP-400M ViT-L 16 x 3362 3.09x3 x4 354 X 87.7 974
BIKE [71] CLIP-400M ViT-L 32 x 3362 3.73x3 x4 230 X 88.6 98.3
EVL  [39] CLIP-400M ViT-L 32 x 3362 6.07 x1x3 363 v 87.7 -
Text4Vis + [70] CLIP-400M ViT-L 32 x 3362 3.83x1x3 231 v 87.8 97.6
UnifromerV2  [31] CLIP-400M+K710 ViT-L 32 x 3362 6.27 x1x3 354 v 88.8 98.1
DiST - CLIP-400M ViT-L 32 x 3362 6.64 x1x 3 343 v 88.5 982
DiST, - CLIP-400M+K710 ViT-L 32 x 3362 6.64 x1x3 343 v 89.7 98.5

Table 6: Comparison with state-of-the-arts on Kinetics-400.

frozen spatial features. Moreover, DiST continues to pro-
vide sustained benefits even on larger models.

Video recognition on SSV2 and K400. First, for the
temporally-heavy dataset, i.e., SSV2 in Tab. 4, DiST outper-
forms other CLIP-based efficient fine-tuning approach by
a notable margin. For example, compared with EVL [39]
that also uses the frozen CLIP features, DiST surpasses it
by 8.5% with a 32-frame ViT-B. Compared with fully fine-
tuned UniformerV2 [31], our efficient DiST still achieve
comparable accuracy. Second, on the spatially-heavy
K400[29], DiST is still highly competitive. Compared with
EVL with better performance, DiST can always achieve
improvements around 0.8% regardless of the pre-training
models. With these observations, we can summarize that
DiST enjoys the dual advantages of spatial modeling and
temporal modeling. Besides, following UniformerV2, we
pre-train the lightweight temporal encoder and integra-
tion branch on a large-scale video dataset, i.e., Kinetics-
710 [29, 5, 6], and the performances are further improved.
When inputting 32 frames with 336 x 336 size, our approach
exceeds UniformerV2 by 0.9% using ViT-L model, which

can demonstrate the strong data scalability of DiST.

5. Conclusion

In this work, we propose DiST, an image-to-video trans-
fer learning framework that enjoys both training efficiency
and powerful temporal modeling capabilities. It is a dual-
encoder structure, which includes a frozen but heavy spa-
tial encoder and a lightweight learnable temporal encoder.
Then, an integration branch fuses the spatial and temporal
information into the unified spatio-temporal representations
for video understanding. Extensive experiments verify the
scalability of DiST in both model size and data scale. We
hope that our DiST can provide some inspiration for re-
searchers who are interested in large-scale video models.
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