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Abstract

Recent work in unsupervised multi-object segmentation
shows impressive results by predicting motion from a sin-
gle image despite the inherent ambiguity in predicting mo-
tion without the next image. On the other hand, the set of
possible motions for an image can be constrained to a low-
dimensional space by considering the scene structure and
moving objects in it. We propose to model pixel-wise ge-
ometry and object motion to remove ambiguity in recon-
structing flow from a single image. Specifically, we divide
the image into coherently moving regions and use depth to
construct flow bases that best explain the observed flow in
each region. We achieve state-of-the-art results in unsuper-
vised multi-object segmentation on synthetic and real-world
datasets by modeling the scene structure and object motion.
Our evaluation of the predicted depth maps shows reliable
performance in monocular depth estimation.

1. Introduction
Finding objects on visual data is one of the oldest prob-

lems in computer vision, which has been shown to work
to great extent in the presence of labeled data. Achieving
it without supervision is important given the difficulty of
obtaining pixel-precise masks for the variety of objects en-
countered in everyday life. In the absence of labels, motion
provides important cues to group pixels corresponding to
objects. The existing solutions use motion either as input
to perform grouping or as output to reconstruct as a way of
verifying the predicted grouping. The current methodology
fails to incorporate the underlying 3D geometry creating the
observed motion. In this work, we show that modeling ge-
ometry together with object motion significantly improves
the segmentation of multiple objects without supervision.

Unsupervised multi-object discovery is significantly
more challenging than the single-object case due to mutual
occlusions. Therefore, earlier methods in unsupervised seg-
mentation focused on separating a foreground object from
the background whereas multi-object methods have been
mostly limited to synthetic datasets or resorted to additional

supervision on real-world data such as sparse depth [15].
While sparse-depth supervision can be applied to driving

scenarios [15], depth information is not typically available
on common video datasets. Moreover, video segmentation
datasets such as DAVIS [48, 49] contain a wide variety of
categories under challenging conditions such as appearance
changes due to lighting conditions or motion blur. The mo-
tion information can be obtained from video sequences via
optical flow. Optical flow not only provides motion cues for
grouping [64] but can also be used for training on synthetic
data without suffering from the domain gap while transfer-
ring to real data [63]. The problems in optical flow predic-
tion on real-world data can be mitigated to some extent by
relating flow predictions from multiple frames [63].

In addition to problems in predicting optical flow, requir-
ing flow as input prohibits the application of the method on
static images. Another line of work [11, 33] uses motion for
supervision at train time only. Based on the observation that
objects create distinctive patterns in flow, initial work [11]
fits a simple parametric model to the flow in each object re-
gion to capture the object motion. This way, the network
can predict object regions that can potentially move coher-
ently from a single image at test time. There is an inherent
ambiguity in predicting motion from a single image. There-
fore, the follow-up work [33] predicts a distribution of pos-
sible motion patterns to reduce this ambiguity. This also
allows extending it to the multi-object case by mitigating
the over-segmentation problem of the initial work [11].

In this work, we propose to model pixel-wise geometry
to remove ambiguity in reconstructing flow from a single
image. Optical flow is the difference between the 2D pro-
jections of the 3D world in consecutive time steps. By mod-
eling the 3D geometry creating these projections, we di-
rectly address the mutual occlusion problem due to interac-
tions of multiple objects. This problem has been crudely ad-
dressed by previous work with a depth-ordered layer repre-
sentation [63]. Instead of assuming a single depth layer per
object, we predict pixel-wise depth which provides more
expressive power in explaining the observed motion. Fur-
thermore, we do not use flow as input during inference, al-
lowing us to evaluate our method on single-image datasets.
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Recent work [5] showed that motion resides in a low-
dimensional subspace, and its reconstruction can be used to
supervise monocular depth prediction. Despite many possi-
ble flow fields, the space of possible flow fields is spanned
by a small number of basis flow fields related to depth and
independently moving objects. While [5] focuses on mod-
eling camera motion for quantitatively evaluating depth in
static scenes, it also points to the fact that the object motion
can be similarly modeled in a low-dimensional subspace by
simply masking the points in the object region. Given the
difficulty of predicting pixel-wise masks, simple object em-
beddings are used to cluster independently moving objects.
We instead predict the object regions jointly with depth to
find the low-dimensional object motion that best explains
the observed flow in each region.

Our approach works extremely well on synthetic Multi-
Object Video (MOVi) datasets [23], significantly outper-
forming previous work, especially in more challenging
MOVi-{C,D,E} partitions and performing comparably on
visually simpler MOVi-A due to difficulty of estimating
depth. We use motion only for supervision at train time,
therefore our method can be successfully applied to still im-
ages of CLEVR [31] and CLEVRTEX [34] and shows state-
of-the-art performance. More impressively, our method can
segment multiple objects on real-world videos of DAVIS-
2017 [49] from a single image at test time, exceeding the
performance of the state-of-the-art that uses flow from mul-
tiple frames as input [63]. In addition to evaluating segmen-
tation, we show that our method can also reliably predict
depth in real-world self-driving scenarios on KITTI [21].

2. Related Work

Basis Learning. Early work showed that optical flow es-
timation due to camera motion can be constrained using
a subspace formulation for flow [28]. Basis learning has
been used as a regularization in low-level vision, unifying
tasks such as depth, flow, and segmentation [55]. PCA-
Flow [61] builds a higher dimensional flow subspace from
movies to represent flow as a weighted sum of flow bases.
Recent work [67] learns the coefficients to combine eight
pre-defined flow bases for homography estimation.

Motion as Input. Most of the work in motion segmenta-
tion focuses on the single-object case. While earlier work
uses traditional methods to cluster pixels into similar mo-
tion groups [6, 35, 47, 62], later methods train deep neu-
ral networks which take flow as input and predict segmen-
tation as output [13, 57, 58]. Another work [66] uses the
distinctiveness of motion in the case of foreground objects
by proposing an adversarial setting to predict motion from
context. Segmenting objects in camouflaged settings can be
achieved by modeling background motion to remove its ef-
fect and highlight the moving foreground object [3, 4, 38].

Recent work uses consistency between two flow fields com-
puted under different frame gaps for self-supervision [64].

The most relevant to our work is OCLR [63] which ex-
tends motion segmentation to multiple objects by relating
motion extracted from multiple frames using a transformer
in a layered representation. In this work, we show that bet-
ter results can be achieved on real data even from a single
image by modeling pixel-wise geometry.

Motion for Supervision. While using motion only as in-
put works well where appearance fails, e.g. the camouflage
datasets, RGB carries important information that might be
missing in flow. DyStaB [65] trains a dynamic model by ex-
ploiting motion for temporal consistency and then uses it to
bootstrap a static model which takes a single image as input.
A single image network is used to predict a segmentation in
[40] and then the motion of each segment is predicted with
a two-frame motion network. While image warping loss
is used in [40] for self-supervision, recent work [11, 33]
uses flow reconstruction loss by assuming the availability
of flow at train time only. GWM [11] segments foreground
objects by fitting an approximate motion model to each seg-
ment and then merging them using spectral clustering. The
follow-up work [33] extends it to multiple objects by pre-
dicting probable motion patterns for each segment with a
distribution. We also reconstruct flow for supervision but
differently, we account for 3D to remove the ambiguity in
reconstructing motion from a single image.

The most relevant to our work is the previous work that
uses flow as a source of supervision for depth [5] or seg-
mentation [11, 34]. In this work, we model both depth and
segmentation with supervision from motion.

Multi-Object Scene Decomposition. Our work is also re-
lated to scene decomposition approaches which are mostly
evaluated on synthetic datasets. The earlier image-based
decomposition approaches such as MONet [7] and IO-
DINE [24] use a sequential VAE structure where the de-
composition at a step can affect the remaining parts to be ex-
plained in the next step. GENESIS [17] follows an object-
centric approach by accounting for component interactions,
which is extended to more realistic scenarios with an au-
toregressive prior in the follow-up work [18]. Slot Atten-
tion [42] uses an iterative attention mechanism to decom-
pose the image into a set of slot representations. A hierar-
chical VAE is used in [16] to extract symmetric and disen-
tangled representations.

There are also video-based approaches to multi-object
scene decomposition. SCALOR [30] focuses on scaling
generative approaches to crowded scenes in terms of ob-
ject density. SIMONe [32] learns a factorized latent space
to separate object semantics that is constant in the sequence
from the background which changes at each frame accord-
ing to camera motion. SAVi [36] extends Slot Attention [42]
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Figure 1: Overview of our Approach. From a single image, we use a segmentation and a depth network to predict a
segmentation mask m and a disparity map d. Based on these predictions, we construct the bases for the space of the possible
optical flows for K distinctly moving regions on the image. Each moving region i is represented with a separate basis Bi.
Given optical flow F as input, either ground truth or estimated by an off-the-shelf method, we project it into span(

⋃K
i=1 Bi).

We use the distance between the input flow F and the projected flow F̂ to supervise depth and segmentation. During inference,
our networks can be used to predict depth and segmentation from a single image.

to videos and SAVi++ [15] extends it to real-world driving
scenarios with sparse depth supervision.

Self-Supervised Monocular Depth Estimation. Zhou
et al. [69] train a pose network to estimate the pose be-
tween the frames in a sequence and jointly train it with the
depth network. Godard et al. [22] improves the results with
a better loss function and other design choices. Guizilini
et al. [25] learn detail-preserving representations using 3D
packing and unpacking blocks. Given instance segmenta-
tion masks, a line of work [9, 39] models the motion of
objects in the scene in addition to the camera motion to
go beyond the static-scene assumption. While the object
masks are supervised using ground truth masks in [37], the
masks are learned without supervision as an auxiliary out-
put in [53] for better depth estimation. While they require
multiple frames during inference, our approach can estimate
masks from a single image. Additionally, our method does
not use camera intrinsics.

3. Depth-Aware Multi-Object Segmentation
The observed motion in 2D is the result of 3D scene

structure and independently moving objects. By predicting
the scene structure in terms of depth and locating indepen-
dently moving objects, we can accurately reconstruct the
optical flow corresponding to the observed motion in 2D.
Towards this purpose, we use a low-dimensional parameter-
ization of optical flow based on depth (Section 3.1). In this
low-dimensional representation, we can accurately recon-
struct flow from a rigid motion. We extend this parametriza-

tion to a number of rigidly moving objects to find the re-
gions corresponding to objects (Section 3.2). See Fig. 1 for
an overview of our approach.

3.1. Low-Dimensional Motion Representation

The space of all possible optical flow fields is very high-
dimensional, i.e. in RH×W×2. However, conditioned on the
scene structure, only a small fraction of all flow fields are
possible. Previous work [27, 5] has shown that the set of
possible instantaneous flows for a moving camera in a static
scene forms a linear space with six basis vectors:

B0 = {bTx,bTy,bTz,bRx,bRy,bRz} (1)

These basis vectors correspond to translation and rotation
along the x, y, and z axes, respectively. For an image I ∈
RH×W×3, the values of each basis vector bi ∈ RH×W×2

for a given pixel (u, v) can be calculated as follows:

bTx =

[
fx d

0

]
, bRx =

[
fy
−1 ū v̄

fy + fy
−1 v̄2

]

bTy =

[
0

fy d

]
, bRy =

[
fx + fx

−1 ū2

fx
−1 ū v̄

]

bTz =

[
−ū d
−v̄ d

]
, bRz =

[
fx fy

−1 v̄

−fy fx
−1 ū

]
(2)

where fx, fy are the focal lengths of the camera. For
brevity, we define ū = u − cx and v̄ = v − cy to be the
centered pixel coordinates according to (cx, cy), the princi-
pal point of the camera. With a slight abuse of notation, we

736



do not write the basis vectors as a function of (u, v) and use
d to denote the disparity d(u, v) at a pixel (u, v).

We train a monocular depth network to predict inverse
depth, disparity d from a single image. Then, the predicted
disparity at each pixel is used to form the translation part
of the basis vectors as shown in Eq. (2). Note that pre-
dicted disparity values do not affect the rotation but form
the low-dimensional motion representation via translation.
The depth network receives gradients directly from the flow
reconstruction loss as explained next in Section 3.2.

In Eq. (2), camera parameters including the principal
point (cx, cy) and the focal lengths fx, fy are required to
calculate the basis vectors. We assume the principal points
to be at the center of the image. However, we do not as-
sume to know the values of focal lengths. Instead, we only
assume that fx = fy . In this case, as demonstrated by [5],
we can rewrite B0 as a set of 8 vectors that do not depend
on the values of fx and fy . For more details, please see
Supplementary. Even without knowing the actual values of
the focal lengths, we can obtain quite accurate depth predic-
tions with supervision from flow (Section 4).

3.2. Segmentation by Object Motion

We extend the formulation introduced in Section 3.1 to
handle the instantaneous flow from multiple object mo-
tion. As stated in [5], for a rigidly moving object in the
scene, there is an equivalent camera motion. Therefore
the space of optical flow from a rigidly moving object is
the same as the space of optical flow from camera mo-
tion restricted to points in the object. Consider a scene
with K regions corresponding to moving parts including the
background and multiple objects. If we represent each re-
gion i ∈ {1, . . . ,K} with ones on a binary mask mi ∈
{0, 1}H×W×1, then a basis for the space of possible flows
can be defined as follows:

B = {B1 ∪ B2 ∪ . . .BK} (3)

where Bi refers to the basis for the space of possible flows
restricted to region i as:

Bi = {mib | b ∈ B0}. (4)

We train a segmentation network to divide the image into
coherently moving regions m ∈ [0, 1]H×W×K , represent-
ing soft assignments over K regions. We use the predicted
mask mi ∈ [0, 1]H×W×1 of the region i to obtain the basis
corresponding to that region according to Eq. (4).

Training Objective. Based on the predicted disparity map
d and the segmentation map m, we form the basis B for the
space of possible optical flows for the image according to
Eq. (3) and Eq. (4). We denote the optical flow where the
input image is the source frame as F ∈ RH×W×2. It can be
either ground truth flow or the output of a two-frame flow

network such as RAFT [56]. We project F into the space
spanned by B in a differentiable manner to obtain F̂. For
the details of the projection, please refer to Supplementary.
We define our loss function as the L2 distance between the
given flow F and the reconstructed flow F̂ and use it to train
depth and segmentation networks jointly:

L = ‖F− F̂‖2 (5)

4. Experiments
4.1. Datasets

Synthetic Datasets. For comparison to image-based
methods, we evaluate our method on the CLEVR [31] and
CLEVRTEX [34] datasets. CLEVR is a dataset of still im-
ages depicting multiple objects of random shape, size, color,
and position. CLEVRTEX is similar to CLEVR but con-
tains more diverse textures and shapes. Because our method
needs optical flow for training, we train our model on
the MOVINGCLEVR and MOVINGCLEVRTEX datasets [33],
which are video extensions of CLEVR and CLEVRTEX
scenes. We train on the video versions but evaluate on the
original test sets of CLEVR and CLEVRTEX.

For comparison to video-based methods, we use the
Multi-Object Video (MOVi) datasets [23]. Similar to [33],
we use the MOVi-{A, C, D, E} variants. MOVi-A is based
on CLEVR [31] and contains scenes with a static camera
and multiple objects with simple textures and uniform col-
ors tossed on a gray floor. MOVi-C is more challenging due
to realistic everyday objects with rich textures on a more
complex background. MOVi-D increases the complexity
by increasing the number of objects. MOVi-E is even more
challenging as it features camera motion as well.

In all our experiments on synthetic datasets, we use a
resolution of 128× 128 and the ground truth optical flow.

Real-World Datasets. We use the common video seg-
mentation dataset DAVIS-2017 [49] containing 90 video se-
quences where each sequence has one or more moving ob-
jects. We follow the evaluation protocol of [63] where the
ground truth objects are reannotated by assigning the same
label to the jointly moving objects. We resize the images to
a resolution of 128 × 224 during training and use the flow
from RAFT [56] with {−8,−4, 4, 8} gaps between frames.

Additionally, we evaluate our method on the KITTI
driving dataset [21, 20]. Following [2], we train on the
whole training set and evaluate the segmentation results
on the instance segmentation benchmark consisting of 200
frames. We use a resolution of 128× 416 and the flow from
RAFT [56] with a gap of +1. Additionally, we evaluate our
depth results on KITTI. Following prior work [69, 22], we
evaluate depth on the Eigen split [14] of the KITTI dataset
using improved ground truth [59] to be comparable to self-
supervised monocular depth estimation approaches.
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Figure 2: Visualization of Depth and Segmentation Results on MOVi datasets. Our method performs accurate segmenta-
tions, while PPMP suffers from over-segmentation and also mistakenly segments parts of the background as objects .

4.2. Architecture Details

We use the same architecture used in [50] for depth and
Mask2Former [10] for segmentation, using only the seg-
mentation head. We use different backbones for the seg-
mentation network on the synthetic and real datasets. On
synthetic datasets, we follow [33, 36, 42] and utilize a
6-layer CNN. On real-world datasets, following [11], we
use a ViT-B/8 transformer pre-trained self-supervised using
DINO [8] on ImageNet [52]. On all of the datasets, we use
6 object queries in the segmentation network, which trans-
lates to K = 6, except for CLEVR, where we use K = 8.

We use a fixed learning rate of 5 × 10−5 for the depth
network and use 1.5 × 10−4 with a linear warm-up for the
first 5K iterations for the segmentation network, reduced to
1.5 × 10−5 after 200K iterations. We train both networks
with AdamW optimizer [43] for 250K iterations. See Sup-
plementary for further details, we will also share the code.

4.3. Evaluation Details

Metrics. Following prior work [34, 36, 33], we evaluate
segmentation on synthetic datasets using Adjusted Rand In-
dex on foreground pixels (FG-ARI) and mean Intersection
over Union (mIoU). ARI measures how well predicted and

ground truth segmentation masks match in a permutation-
invariant manner. For mIoU, we first apply Hungarian
matching and calculate the mean over the maximum be-
tween the number of ground-truth and predicted segments.

On DAVIS-2017 [49], we use the standard J , F metrics
and perform the Hungarian matching per frame, similar to
other datasets. Note that we focus on the multi-object seg-
mentation task without using any labels for segmentation at
train or test time. For KITTI, we use the FG-ARI metric,
following [33, 2]. For evaluating depth, we use the standard
metrics used in monocular depth estimation [14, 19].

Post-processing. We also report the results on segmen-
tation using the post-processing method introduced in [33].
They extract the connected components in the model output
and choose the largest K masks and discard any masks that
take up less than 0.1% of the image. Then they combine
the discarded masks with the largest mask. The results with
post-processing are marked with † in the tables.

4.4. Results on Synthetic Datasets

We evaluate our method on synthetic datasets and com-
pare its performance to both image-based and video-based
methods. Our method uses motion during training only.
Therefore, it can also be evaluated on the image datasets.
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MOVi-A MOVi-C MOVi-D MOVi-E

FG-ARI↑ mIoU↑ FG-ARI↑ mIoU↑ FG-ARI↑ mIoU↑ FG-ARI↑ mIoU↑
GWM [10] 70.30 42.27 49.98 30.17 39.78 18.38 42.50 18.74
SCALOR [30] 59.57 44.41 40.43 22.54 - - - -
SAVi [36] 88.30 62.69 43.26 31.92 43.45 10.60 17.39 5.75
PPMP [33] 84.01 60.08 61.18 34.72 55.74 23.50 62.62 25.78
PPMP† 85.41 76.19 61.24 37.26 55.18 25.21 63.11 28.59
PPMP† (Swin) 90.08 84.76 67.67 52.17 66.41 30.40 72.73 35.30
Ours 56.09 36.48 73.80 54.48 76.41 58.82 78.33 47.38
Ours† 70.15 46.26 74.64 59.24 77.15 59.68 80.83 50.48

Table 1: Segmentation Results on MOVi Datasets. The best result in each column is shown in bold, and the second best is
underlined. † indicates post-processing, and (Swin) denotes using a Swin transformer as the backbone.

Video-Based Methods. We compare our method to other
video-based methods on the MOVi video datasets in Table 1
and Fig. 2. All of the methods in Table 1 use optical flow for
supervision. Differently, SCALOR [30] and SAVi [36] use
all frames in a video, whereas PPMP [33] and our method
perform single-image segmentation, one frame at a time
without using any motion information at test time. On the
simpler MOVi-A dataset, the performance of our method
falls behind SAVi [36] and PPMP [33]. PPMP with Swin
transformer [41] performs the best overall. With the same
6-layer CNN backbone and without post-processing, SAVi
performs the best. Despite the advantage of motion infor-
mation, the success of SCALOR [30] and SAVi [36] is lim-
ited to visually simpler MOVi-A.

On the more challenging MOVi-{C,D,E} datasets, our
method, even without post-processing, significantly out-
performs all the previous methods in both metrics, with
or without post-processing. The previous state-of-the-art,
PPMP [33] uses the same backbone in their segmentation
network as ours. Even with a more powerful backbone
(Swin transformer [41]) and post-processing, the results
of PPMP are still far behind our results without any post-
processing. From MOVi-C to MOVi-E, the performance
gap between our method and the others increases as the
complexity of the dataset increases. Please see Supplemen-
tary for qualitative results with post-processing and evalu-
ation of our estimated depth for objects in these datasets.

Image-Based Methods. We compare our method to
other image-based methods on the CLEVR and CLEVRTEX
datasets in Table 2. Our method outperforms the state-of-
the-art method PPMP [33] in all metrics on both datasets
except for mIoU on CLEVR without postprocessing and
mIoU on CLEVRTEX with postprocessing. We point to
+9.01 improvement in mIoU on the more challenging
CLEVRTEX dataset without postprocessing. See Supple-
mentary for qualitative results on CLEVR and CLEVRTEX.

4.5. Results on Real-World Datasets

We compare our method to multi-object segmentation
methods on real-world datasets including driving scenarios
on KITTI and unconstrained videos on DAVIS-2017.

Results on DAVIS. Our method is the first image-based
method to report performance in multi-object segmenta-
tion without using any labels during training or testing on

CLEVR CLEVRTEX

FG-ARI↑ mIoU↑ FG-ARI↑ mIoU↑
SPAIR [12] 77.13 65.95 0.00 0.00
MN [54] 72.12 56.81 38.31 10.46
MONet [7] 54.47 30.66 36.66 19.78
SA [42] 95.89 36.61 62.40 22.58
IODINE [24] 93.81 45.14 59.52 29.17
DTI-S [46] 59.54 48.74 79.90 33.79
GNM [29] 65.05 59.92 53.37 42.25
SAVi [36] - - 49.54 31.88
PPMP [32] 91.69 66.70 90.80 55.07
Ours 95.03 63.36 94.66 64.08

SPAIR† [12] 77.05 66.87 0.00 0.00
MN† [54] 72.08 57.61 38.34 10.34
MONet† [7] 61.36 45.61 35.64 23.59
SA† [42] 94.88 37.68 61.60 21.96
IODINE† [24] 93.68 44.20 60.63 29.40
DTI-S† [46] 89.86 53.38 79.86 32.20
GNM† [29] 65.67 63.38 53.38 44.30
PPMP† [33] 95.94 84.86 92.61 77.67
Ours† 96.95 86.38 95.32 70.28

Table 2: Segmentation Results on CLEVR and
CLEVRTEX Datasets. The lower part with † shows the re-
sults with post-processing. The best result in each column
is shown in bold, and the second best is underlined.
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Figure 3: Qualitative Comparison on DAVIS-2017. While OCLR [63] misses some objects completely and suffers from
relying on only optical flow as input, our method can segment a wide variety of multiple objects in everyday scenes.

DAVIS-2017. Therefore, in Table 3, we compare it to video-
based approaches which use motion as input. We also com-
pare to a simple baseline proposed in [63] based on Mask
R-CNN [26] using optical flow as input. We use the labels
re-annotated by [63] for evaluation, as explained in Sec-
tion 4.1. Motion Grouping refers to [64] trained on DAVIS-
2017. Motion Grouping (sup.), Mask R-CNN (flow) and
OCLR are models trained on synthetic data from [63] in a
supervised way using optical flow as input. Our method,
which uses a single RGB image as input at test time, out-
performs previous methods, including the state-of-the-art
OCLR [63] that uses flow from multiple time steps. Ours-M
refers to a version of our model where we adapt the spec-
tral clustering approach of [11] to merge our predicted re-
gions into the ground truth number of regions in each frame.

Model J& F ↑ J ↑ F ↑
Motion Grouping [64] 35.8 38.4 33.2
Motion Grouping (sup.) 39.5 44.9 34.2
Mask R-CNN (flow) 50.3 50.4 50.2
OCLR [63] 55.1 54.5 55.7
Ours 55.3 55.3 55.3
Ours-M 59.2 59.3 59.2

Table 3: Multi-Object Segmentation Results on DAVIS-
2017. We evaluate by using the motion labels from [63].

Although not necessary to achieve state-of-the-art, this im-
proves the results significantly.

We visualize the results of our model in comparison to
OCLR [63] in Fig. 3. Our method can correctly segment a
wide variety of objects such as the bike and the person in
the first column and the multiple fish in the third, multiple
people walking or fighting in the second and fourth. OCLR
is highly affected by the inaccuracies in flow, unlike our
method, as can be seen from the last two columns.

Results on KITTI. Since KITTI has ground truth depth,
we evaluate our method in terms of both segmentation
and monocular depth prediction on KITTI. The segmen-
tation results on KITTI are presented in Table 4a. Our
method is among the top-performing methods, outperform-
ing earlier approaches. In addition to segmentation, our
method can also predict depth from a single image. We
present the evaluation of our depth predictions in compari-
son to self-supervised monocular depth estimation methods
in Table 4b. Our depth network can predict reliable depth
maps even without camera intrinsics with comparable re-
sults to recent self-supervised monocular depth estimation
approaches [22, 25] that are specifically designed for that
task and that use camera intrinsics.

We visualize our segmentation and depth results on
KITTI in Supplementary. Our method can segment multi-
ple moving objects such as car, bike, bus without using any
semantic labels for training or motion information at test
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Model FG-ARI ↑

SA [42] 13.8
MONet [7] 14.9
SCALOR [30] 21.1
S-IODINE [24] 14.4
MCG [1] 40.9
Ours 42.3
Bao et al. [2] 47.1
PPMP [33] 50.8

(a) Segmentation

Abs Rel ↓ Sq Rel ↓ RSME ↓ RMSE log ↓ δ < 1.25 ↑ δ < 1.252 ↑ δ < 1.253 ↑

Zhou et al. [69] 0.176 1.532 6.129 0.244 0.758 0.921 0.971
Mahjourian et al. [45] 0.134 0.983 5.501 0.203 0.827 0.944 0.981
GeoNet [68] 0.132 0.994 5.240 0.193 0.833 0.953 0.985
DDVO [60] 0.126 0.866 4.932 0.185 0.851 0.958 0.986
Ranjan et al. [51] 0.123 0.881 4.834 0.181 0.860 0.959 0.985
EPC++ [44] 0.120 0.789 4.755 0.177 0.856 0.961 0.987
Ours 0.107 1.539 4.027 0.149 0.911 0.971 0.989
Monodepth2 [22] 0.090 0.545 3.942 0.137 0.914 0.983 0.998
PackNet-SfM [25] 0.078 0.420 3.485 0.121 0.934 0.986 0.996

(b) Depth

Table 4: Results on KITTI. We evaluate the segmentation on the instance segmentation benchmark, and the depth on the
KITTI Eigen split [14] with improved ground truth [59].

MOVi-A MOVi-C MOVi-D MOVi-E

FG-ARI↑ mIoU↑ FG-ARI↑ mIoU↑ FG-ARI↑ mIoU↑ FG-ARI↑ mIoU↑

Only-T 31.13 17.72 69.69 25.84 68.68 22.74 64.69 28.26
Only-R 90.43 75.63 68.51 53.00 70.57 56.97 73.03 40.34
Full 56.09 36.48 73.80 54.48 76.41 58.82 78.33 47.38

Only-T† 47.96 29.92 69.94 26.31 68.66 22.76 69.94 30.71
Only-R† 92.09 84.60 69.23 55.54 71.20 58.41 76.20 42.96
Full† 70.15 46.26 74.64 59.24 77.15 59.68 80.83 50.48

Table 5: Ablation Study. We perform an ablation study by using only the translation (Only-T) or rotation (Only-R) compo-
nent and compare it to our model with both (Full). See text for details.

time. Furthermore, it can predict high-quality depth, cap-
turing thin structures and sharp boundaries around objects.

4.6. Ablation Study

To evaluate the contribution of different types of flow
basis, we perform an experiment by considering only trans-
lation or rotation and compare it to the full model on MOVi
datasets in Table 5. Note that in the rotation-only case
(Only-R), the depth predictions are not used and the depth
network is not trained. Overall, the rotation-only model out-
performs the translation-only model and the full model with
both rotation and translation works the best on MOVi-{C,
D, E} datasets with reliable depth predictions.

The trend is different on the simpler MOVi-A dataset.
Only-R outperforms all models including the state-of-the-
art in Table 1. We found that in the translation-only case,
the depth cannot be predicted on MOVi-A due to missing
texture and enough detail for the depth network to learn a
mapping from a single image to depth. The rotation-only
model, on the other hand, learns to group pixels in a region,
based on their rotational motion which does not depend on
depth. This ability explains the success of Only-R on sim-
pler datasets. The importance of pixel-wise depth increases
with the complexity of the dataset. On MOVi-E, for exam-
ple, which has the most complex setup with a large number
of objects and camera motion, predicting depth, from Only-
R to Full, improves the performance the most.

5. Conclusion and Future Work
We presented a motion-supervised approach for multi-

object segmentation that can work with a single RGB image
at test time, therefore still applicable to image datasets. Our
method is the first to consider geometry to remove ambigu-
ity for multi-object segmentation from a single image with-
out using any labels for segmentation. Modeling geome-
try significantly advances the state-of-the-art on commonly
used synthetic datasets. We also evaluated our method on
real-world datasets. Our method is the first image-based
multi-object segmentation method to report state-of-the-art
results on DAVIS-2017 without using motion at test time.
We also report comparable results for depth prediction on
KITTI and MOVi datasets where depth can be evaluated.

Predicting objects that can potentially move indepen-
dently from a single image requires observing examples of
various objects moving in the training set. Moreover, static
objects send a mixed signal to the model. The coherent
changes in the flow can be captured with the help of ge-
ometry as shown in our work. The remaining uncertainty
can be addressed with a probabilistic formulation as done
in previous state-of-the-art [33]. Another problem is scenes
without enough information to predict depth as we observed
on textureless MOVi-A. However, the lack of information to
this extent rarely happens on real-world data.
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