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Abstract

Self-attention has become a de facto choice for capturing global context in various vision applications. However, its quadratic computational complexity with respect to image resolution limits its use in real-time applications, especially for deployment on resource-constrained mobile devices. Although hybrid approaches have been proposed to combine the advantages of convolutions and self-attention for a better speed-accuracy trade-off, the expensive matrix multiplication operations in self-attention remain a bottleneck. In this work, we introduce a novel efficient additive attention mechanism that effectively replaces the quadratic matrix multiplication operations with linear element-wise multiplications. Our design shows that the key-value interaction can be replaced with a linear layer without sacrificing any accuracy. Unlike previous state-of-the-art methods, our efficient formulation of self-attention enables its usage at all stages of the network. Using our proposed efficient additive attention, we build a series of models called “SwiftFormer” which achieves state-of-the-art performance in terms of both accuracy and mobile inference speed. Our small variant achieves 78.5% top-1 ImageNet-1K accuracy with only 0.8 ms latency on iPhone 14, which is more accurate and 2× faster compared to MobileViT-v2. Our code and models: https://tinyurl.com/5ft8v46w

1. Introduction

In recent years, transformer models have shown remarkable success in various vision applications such as classification [8, 44, 24, 23, 9], detection [2, 59, 33, 56, 28], and segmentation [4, 40]. However, deploying these models on resource-constrained mobile devices for real-time applications remains challenging due to their inherently complex nature [20, 29]. Specifically, vision transformers (ViTs) rely on global self-attention, which has a quadratic complexity with respect to the input image resolution, making it impractical for deployment on low-powered mobile devices [31]. As a result, convolutional neural networks (CNNs) are still the preferred choice for real-time deployment on mobile devices, primarily because the convolution operation is computationally efficient [39, 15]. However, a major limitation of CNNs is their reliance on local connections and stationary weights, which can limit their ability to adapt to variable input resolutions and capture long-range dependencies in the data. Therefore, developing more efficient and flexible models that combine the strengths of both CNNs and transformers is critical, particularly for mobile devices with limited computational resources.

To achieve this goal, several hybrid approaches have...
been proposed that use lightweight CNN modules in the high-resolution early stages and self-attention in the low-resolution later stages [55, 29, 20]. This approach effectively increases the receptive field of the network and strives to achieve a trade-off between speed and accuracy. Furthermore, different efficient variants of computing self-attention have been proposed to reduce the model complexity. These include computing attention across feature dimensions to implicitly model the global context [29], computing attention within local windows [24], pooling spatial features before applying self-attention [9], and sparsely attending to a fixed number of tokens [34], to name a few.

Although these approaches effectively reduce network complexity, they still involve inefficient matrix multiplication operations that significantly impact latency on mobile devices. To address this issue, Mehta et al. [31] propose a separable self-attention mechanism that replaces matrix multiplication operations to element-wise multiplications. This is achieved by projecting queries to context scores, followed by element-wise multiplication with keys to calculate context vectors for encoding global context.

In this work, we propose efficient additive attention, which eliminates the need for expensive matrix multiplication operations in computing self-attention. Additionally, we propose to compute the global context using only the query-key interactions followed by a linear transformation, without requiring explicit key-value interactions. This significantly reduces the computational complexity and enables us to use the proposed attention block in all stages of the network. Our contributions are as follows:

- We introduce efficient additive attention, a new approach for computing self-attention in vision backbones that eliminates the need for expensive matrix multiplication operations, significantly reducing the computational complexity of the model.

- Unlike previous methods, our proposed efficient attention design can be used at all stages of the network, enabling more effective contextual information capture and achieving superior speed-accuracy trade-off.

- We build a series of efficient generic classification models called “SwiftFormer”, which utilize our proposed efficient additive attention. Our small model achieves 78.5% top-1 ImageNet-1K [7] accuracy while running at only 0.8 ms latency on iPhone 14. Moreover, our large model achieves 83.0% accuracy with a latency of only 1.9 ms. Our model achieves state-of-the-art performance, outperforming recent MobileViT-v2 [31] and EfficientFormer [20] by obtaining a better trade-off between accuracy and latency (see Fig. 1).

2. Related Work

Efficient CNNs: Designing efficient CNNs for mobile vision applications has received much attention in recent years. MobileNet architectures [16, 39, 15] propose depthwise separable convolutions as well as efficient inverted residual blocks for improved performance on various vision tasks. Other methods aim to improve the efficiency by leveraging depth-wise dilated convolutions [32], channel shuffling and pointwise group convolutions [57, 27], network pruning [11, 50], low-bit-width [1, 17], and neural architecture search [41, 15]. CNN-based methods are well-performing, efficient, and fast to train and run on edge devices, resulting in widespread usage in the industry. However, they are spatially local and lack global interaction between the features, which deeply affects their performance.

Efficient Transformers: ViTs [8] have been widely used in numerous vision tasks, and significant advances have been made in terms of data efficiency [22, 44], transformer architecture [30, 20, 3, 54], and token mechanisms [43, 52]. Reducing the number of visual tokens is a major modification in the transformer architecture for efficient deployment. Instead of using a fixed feature representation through the whole architecture, some methods employ a hierarchical design where the resolution is gradually decreased through the stages, including down-sampling techniques [9, 40, 38, 14] and pyramidal structures [47, 49]. Recently, a few methods [37, 10, 34] propose token sparsification techniques to encode only a subset of the most informative tokens.

Numerous approaches have recently been proposed to reduce the quadratic complexity of self-attention, the computational bottleneck in transformer-based architectures, by computing its approximated variants [34, 29, 31, 46, 19, 5, 45]. EdgeViT [34] uses a global sparse attention module attending only to a few tokens to improve the efficiency, while [48] down-samples the key and value vectors that lead to a better efficiency-accuracy trade-off. GCViT [12] uses a local-global attention mechanism by employing the interactions between a global query and local key and value to capture the contextual information. This approach enables the model to encode both local and global representations efficiently. EdgeNeXt [29] adopts transposed self-attention operation to compute the attention maps across the channel dimension instead of the spatial dimension, followed by token mixing, to have a linear complexity with respect to the number of tokens. Reformer [19] replaces the dot-product attention with a locality-sensitive hashing to group the tokens and reduced the complexity from $O(n^2)$ to $O(n \log n)$. However, this design is only efficient on longer sequences, which is typically not the case for ViTs. LinFormer [46] is a low-rank matrix factorization method that approximates the self-attention matrix with a low-rank matrix, reducing the complexity from $O(n^2)$ to $O(n)$. Although matrix factorization methods theoretically reduce the complexity of
Although these methods show promise and have reduced the complexity of self-attention theoretically, they are inadequate for reducing the inference speed for mobile deployment. Since the complexity of the multi-headed self-attention (MHSA) is higher in the earlier stage compared to the last stages, EfficientFormer [20] incorporates MHSA in the last stage only to learn contextual information from the high-level features without increasing the inference speed significantly. Recently, MobileViT-v2 [31] proposes separable self-attention that uses element-wise operations instead of the dot-product to compute the attention maps with linear complexity. Different from the existing approaches, we propose a consistent hybrid design with an efficient additive attention mechanism to model the contextual information with linear complexity. Instead of capturing the pairwise interactions between keys, queries, and values using the dot-product, we use element-wise operations with learnable attention weights to model the interactions between query and keys only, leading to better inference speed.

3. Method

Motivation: To motivate our method, we first distinguish three desirable characteristics to be considered when designing an efficient yet accurate approach for resource-constrained mobile devices.

Efficient Global Context Modeling: As discussed earlier, most existing approaches either employ the standard MHSA or an approximated variant to learn the global context. However, they struggle to operate as fast as MobileNets on resource-constrained devices. This is likely due to the computation-intensive multiplicative operations during attention computation or reliance on advanced reshaping and indexing operations in these approaches. For instance, the recent MobileViT-v2 [31] is 2× slower than MobileNet-v2 [39]. Instead of using matrix multiplications, we argue that encoding the global context using an efficient additive attention design can reduce the operations with respect to the number of tokens. This is expected to help operate at comparable speed and model size, while achieving superior accuracy compared to MobileNets.

Rethinking key-value interactions: Other than multiplicative operations during attention computation, additive attention has been recently explored in the NLP domain [51]. However, in the standard form, it performs three-step processing to model query, key, and value interactions. Each step feeds into the subsequent one, thereby requiring sequential processing. Here, we rethink the additive attention for vision tasks by alleviating the need to compute explicit interactions between key-value. We argue that eliminating key-value interactions and replacing them with a simple linear transformation empirically encodes better contextual representation. Our design encodes only global queries and key interactions to learn the global contextual information, followed by a linear transformation to compute global context-aware attention weights.

Consistent Hybrid Design: Most existing works employ MHSA or the approximated variant in the last stages, while avoiding its usage in the earlier stages. This is because the computational complexity of MHSA grows quadratically with the length of the tokens, making it impractical to incorporate during the initial stages. This constraint adds to the design complexity and requires a careful selection of stages, where MHSA can be applied. In contrast, our proposed SwiftFormer module has linear complexity with respect to the token length and can be incorporated in all stages to learn consistent global context at each scale. This consistency improves the model performance and makes it more generalizable and scalable for high-resolution images.

3.1. Overview of Attention Modules

Vision transformer models are built upon the self-attention (see Fig. 2 (a)), which can effectively model the interactions between the input tokens. Specifically, the self-attention has \( x \) as an input, where \( x \in \mathbb{R}^{n \times d} \), comprising \( n \) tokens with \( d \)-dimensional embedding vector. The input \( x \) is projected to query \((Q)\), key \((K)\), and value \((V)\) using three matrices, \( W_Q, W_K, \) and \( W_V \). Each self-attention layer comprises \( h \) heads, which allows the model to attend to different views of the input. The self-attention can be described as:

\[
\hat{x} = \text{Softmax} \left( \frac{Q \cdot K^\top}{\sqrt{d}} \right) \cdot V. \tag{1}
\]

The attention scores between each pair of tokens in \( Q \) and \( K \) are computed using the dot-product operation. Next, these scores are normalized followed by Softmax to weight the interactions between the tokens. Finally, the weighted interactions are multiplied by \( V \) using the dot-product operation to produce the final weighted output. Overall, the complexity of the self-attention is \( O(n^2 \cdot d) \), where \( n \) is the number of tokens and \( d \) is the hidden dimension. The computational and memory demands of \( Q \cdot K^\top \) increase quadratically as the number of tokens grows, leading to slow inference speed and high memory usage, making it impractical to run in real-time for long sequences.

To alleviate this issue, [29] proposes the transpose self-attention (see Fig. 2 (b)) to reduce the complexity from quadratic to linear with respect to the number of tokens. Here, the dot-product operation is applied across the channel dimension instead of the spatial dimension. This allows the model to learn feature maps with implicit contextual representation. The attention can be described as:

\[
\hat{x} = V \cdot \text{Softmax} \left( \frac{Q^\top \cdot K}{\sqrt{d}} \right). \tag{2}
\]
The transpose self-attention has a computational complexity of $O(n \cdot d^2)$. While this complexity scales linearly with the number of tokens $n$, it remains quadratic with respect to the feature dimension $d$. Further, the dot-product operation is still utilized between the query and key matrices.

The separable self-attention mechanism (see Fig. 2 (c)) aims to address the bottleneck of the standard self-attention. Here, the interactions between the queries ($Q$), keys ($K$), and values ($V$) are encoded using element-wise operations. First, the query matrix $Q$ is projected to produce a vector $q$ of dimensions $n \times 1$, and then fed into Softmax to generate the context scores, which capture the importance of each query element. Then, the context scores are multiplied by the key matrix $K$ and pooled to compute a context vector, which encodes the contextual information. Finally, the context vector is multiplied element-wise with the value matrix $V$ to propagate the contextual information and produce the final output $\hat{x}$. It can be summarized as:

$$\hat{x} = V \ast \sum K \ast \text{Softmax}(q).$$  \hspace{1cm} (3)

Here, $\ast$ denotes the element-wise multiplication operation.

### 3.2. Efficient Additive Attention

The typical additive attention mechanism in NLP captures the global context by utilizing pairwise interactions between the tokens via element-wise multiplications instead of using dot-product operation. It encodes the relevance scores for the contextual information of the input sequence based on the interactions of the three attention components ($Q$, $K$, $V$). In contrast, we show that key-value interactions can be removed without sacrificing the performance and only focusing on effectively encoding query-key interactions by incorporating a linear projection layer is sufficient to learn the relationship between the tokens (see Fig. 2 (d)). This approach, named efficient additive attention, has a faster inference speed and produces more robust contextual representations as demonstrated by our performance on image classification, object detection, and segmentation tasks (Sec. 4).

Specifically, the input embedding matrix $x$ is transformed into query ($Q$) and key ($K$) using two matrices $W_Q$, $W_K$, where $Q$, $K \in \mathbb{R}^{n \times d}$, $W_Q$, $W_K \in \mathbb{R}^{d \times d}$, $n$ is the token length and $d$ is the dimensions of the embedding vector. Next, the query matrix $Q$ is multiplied by learnable parameter vector $w_a \in \mathbb{R}^d$ to learn the attention weights of the query, producing global attention query vector $\alpha \in \mathbb{R}^n$ as:

$$\alpha = Q \cdot w_a / \sqrt{d}$$ \hspace{1cm} (4)

Then, the query matrix is pooled based on the learned attention weights, resulting in a single global query vector $q \in \mathbb{R}^d$ as follows:

$$q = \sum_{i=1}^{n} \alpha_i \ast Q_i.$$ \hspace{1cm} (5)

Next, the interactions between the global query vector $q \in \mathbb{R}^d$ and key matrix $K \in \mathbb{R}^{n \times d}$ are encoded using
the element-wise product to form global context ($\mathbb{R}^{n \times d}$). This matrix shares a similarity with the attention matrix in MHSA and captures information from every token and has the flexibility to learn the correlation in the input sequence. However, it is comparatively inexpensive to compute compared to MHSA and has linear complexity with the token length. Inspired by the transformer architecture, we employ a linear transformation layer to query-key interactions to learn the hidden representation of the tokens. The output of the efficient additive attention $\hat{x}$ can be described as:

$$\hat{x} = \hat{Q} + T(K * q) .$$

where $\hat{Q}$ denotes to the normalized query matrix, $T$ denotes to the linear transformation.

### 3.3. SwiftFormer Architecture

Our SwiftFormer is based on the recently introduced EfficientFormer [20]. The main idea of EfficientFormer is to introduce 4D MetaBlocks based on PoolFormer [53] to learn local representations efficiently, while using 3D MetaBlocks based on self-attention to encode global context. However, the performance of EfficientFormer is limited by two design choices. Firstly, it uses ineffective token mixing, and secondly, it only employs 3D MetaBlocks in the last stage due to quadratic complexity of MHSA. This likely leads to inconsistent and insufficient contextual representation. To address these limitations, our SwiftFormer improves the token mixing by using a simple yet effective Conv. Encoder. Further, we introduce efficient additive attention module that can be incorporated in all stages (Sec. 3.2). This leads to more consistent learning of local-global representations. It is worth mentioning that EfficientFormer employs a latency-driven slimming method to obtain optimal configurations for its model variants, which leads to maximizing the speed. In contrast, our SwiftFormer models are built without using any neural architecture search.

Fig. 3 shows an overview of our proposed architecture. The main components are: (i) Effective Conv. Encoder, and (ii) SwiftFormer Encoder. In contrast to other hybrid designs, the proposed architecture is consistent and has Conv. Encoders followed by SwiftFormer Encoder in all stages. Our architecture extracts hierarchical features at different scales after four stages. At the beginning of the network, the input image of size $H \times W \times 3$ is fed through Patch Embedding layer, implemented with two $3 \times 3$ convolutions with a stride of 2, resulting in $H/4 \times W/4 \times C_1$ feature maps. Then, the output features are fed into the first stage, which begins with Conv. Encoder to extract spatial features, followed by SwiftFormer Encoder to learn the local-global information. Between two consecutive stages, there is a downsampling layer to increase the feature dimension and reduce the token length. Next, the resulting feature maps are subsequently fed into the second, third, and fourth stages of the architecture, producing $H/4 \times W/4 \times C_2$, $H/8 \times W/8 \times C_3$, and $H/16 \times W/16 \times C_4$ dimensional feature maps, respectively. Hence, each stage learns local-global features at different scales of the input image, which allows the network to have enriched representation.

**Effective Conv. Encoder:** The baseline EfficientFormer [20] employs $3 \times 3$ average pooling layers as a local token mixer, similar to PoolFormer [53]. Although PoolFormer layers are known for their fast inference speed, replacing them with depth-wise convolutions does not increase the latency. Further, it improves the performance without increasing the parameters and latency. Specifically, the features maps $X_i$ are fed into $3 \times 3$ depth-wise convolution (DWConv) followed by Batch Normalization (BN). Then, the resulting features are fed into two point-wise convolutions (Conv1) alongside GeLU activation. Finally, we incorporate a skip connection to enable information to flow across the network. The Conv. Encoder is defined as:

$$X_i = \text{Conv}_1(\text{Conv}_{1,G}(\text{DWConv}_{BN}(X_i))) + X_i .$$

where $X_i$ refers to the input features, $\text{Conv}_{1,G}$ refers to point-wise convolution followed by GeLU, $\text{DWConv}_{BN}$
refers to depth-wise convolution followed by Batch Normalization, and $\hat{X}_i$ refers to the output feature maps.

**SwiftFormer Encoder:** This module is carefully designed to efficiently encode enriched local-global representation in each stage. As shown in Fig. 3, the initial block of the SwiftFormer Encoder is composed of $3 \times 3$ depth-wise convolution followed by point-wise convolution, which enables the module to learn spatial information and encode local representation. Then, the resulting feature maps are fed into the efficient additive attention block, which aims to learn contextual information at each scale of the input size. Finally, the output feature maps are fed into a Linear block, which composes of two $1 \times 1$ point-wise convolution layers, Batch Normalization, and GeLU activation to generate non-linear features. The SwiftFormer Encoder is described as:

$$
\hat{X}_i = \text{Conv}_1(\text{DWConv}_{BN}(\hat{X}_i)), \\
\hat{X}_i = QK(\hat{X}_i) + \hat{X}_i, \\
\hat{X}_{i+1} = \text{Conv}_1(\text{Conv}_{BN,1,G}(\hat{X}_i)) + \hat{X}_i,
$$

where $\text{Conv}_{BN,1,G}$ denotes to Batch Normalization, followed by, $1 \times 1$ Conv layer, followed by GeLU, and $QK$ denotes the efficient additive attention (explained in Sec. 6).

4. Experiments

We evaluate our SwiftFormer models across four downstream tasks: classification on ImageNet-1K [7], object detection and instance segmentation on MS-COCO 2017 [21], and semantic segmentation on ADE20K [58].

4.1. Implementation Details

**ImageNet-1K [7]:** All of our models are trained from scratch on ImageNet-1K dataset for 300 epochs with AdamW optimizer [26] and cosine learning rate scheduler with an initial learning rate of $10^{-3}$. We use a linear warm-up for 5 epochs. We use an image resolution of 224×224 for both training and testing. Following the training recipe of [20], we use the same teacher model for distillation [36]. The experiments are conducted with PyTorch 1.12 [35] using 8 NVIDIA A100 GPUs. The latency is measured using iPhone 14 (iOS 16), and the throughput is measured using A100 40 GB GPU. For latency measurements, we compile the models using CoreML library [6] and perform inference with a batch size of 1. For the throughput on A100, the inference is performed using a batch size of 128.

**MS-COCO 2017 [21]:** We use our ImageNet pre-trained models as the backbones in Mask-RCNN framework for object detection and instance segmentation on MS-COCO 2017 dataset. The dataset contains 118K training and 5K validation images. Following [20], we finetune our models for 12 epochs with an image size of $1333 \times 800$ and batch size of 32 using AdamW optimizer. We use learning rate of $2 \times 10^{-4}$ and report the performance for detection and instance segmentation in terms of mean average precision (mAP).

**ADE20K [58]:** The dataset comprises 20K training and 2K validation images and contains 150 class categories for scene parsing. Similar to [20] we use our ImageNet pre-trained models to extract image features and semantic FPN [18] as a decoder for segmentation. The model is trained with an image size of 512 × 512 for 40K iterations with a batch size of 32 using AdamW optimizer. We use poly learning rate scheduling with an initial learning rate of $2 \times 10^{-4}$. We report the semantic segmentation performance in terms of mean intersection over union (mIoU).

4.2. Baseline Comparison

Table 1 illustrates the impact of integrating our proposed contributions into the baseline EfficientFormer-L1 [20] model in terms of ImageNet-1K top-1 accuracy and inference speed. The first row shows the results of the baseline model, which only includes the self-attention based transformer block in the final stage of the network and achieves a top-1 accuracy of 79.2% with a latency of 1.1 ms on an iPhone 14 mobile device. The second row replaces the pool mixers in the baseline model with our proposed Conv. Encoder, resulting in an improvement in performance to 79.9% while maintaining the same latency. In the third row, we replace the transformer block in the baseline with our proposed SwiftFormer Encoder built on the efficient additive attention. Although the performance drops by 0.2%, the inference speed improves by 0.1 ms, and the model has linear complexity with the number of tokens. This enables us to integrate the SwiftFormer Encoder into all stages and achieve better performance while maintaining the same inference speed as of baseline (first versus last row).

<table>
<thead>
<tr>
<th>Method</th>
<th>Latency (ms)</th>
<th>Top-1 (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>EfficientFormer-L1 (Baseline)</td>
<td>1.1</td>
<td>79.2</td>
</tr>
<tr>
<td>+ Replace Pool Mixer by effective Conv. Encoder</td>
<td>1.1</td>
<td>79.9</td>
</tr>
<tr>
<td>+ Replace Transformer block by SwiftFormer Encoder</td>
<td>1.0</td>
<td>79.7</td>
</tr>
<tr>
<td>+ Incorporate SwiftFormer block across all stages</td>
<td>1.1</td>
<td><strong>80.9</strong></td>
</tr>
</tbody>
</table>

Table 1: Baseline comparison between our SwiftFormer-L1 and EfficientFormer-L1 [20] on the ImageNet-1K dataset. The latency is measured on iPhone14 Neural Engine.

4.3. Image Classification

Table 2 presents a comparison of our proposed SwiftFormer models (XS, S, L1, and L3) with previous state-of-the-art ConvNets, transformer-based, and hybrid models. We show that our models set new state-of-the-art results, and outperform the recently introduced EfficientFormer [20] and MobileViT-v2 [31] in all model variants. This comprehensive evaluation shows the advantage of our proposed models in terms of both accuracy and latency on mobile devices.
<table>
<thead>
<tr>
<th>Model</th>
<th>Type</th>
<th>Latency (ms)</th>
<th>Throughput (A100)</th>
<th>Params(M)</th>
<th>GMACs</th>
<th>Neural Search</th>
<th>Top-1(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>MobileNet-v2×1.0 [39]</td>
<td>ConvNet</td>
<td>0.8</td>
<td>9889</td>
<td>3.5</td>
<td>0.3</td>
<td>X</td>
<td>71.8</td>
</tr>
<tr>
<td>MobileNet-v3-Large×0.75 [15]</td>
<td>ConvNet</td>
<td>0.8</td>
<td>10934</td>
<td>4.0</td>
<td>0.2</td>
<td>✓</td>
<td>73.3</td>
</tr>
<tr>
<td>EdgeViT-XXS [34]</td>
<td>Hybrid</td>
<td>1.7</td>
<td>5965</td>
<td>4.1</td>
<td>0.6</td>
<td>X</td>
<td>74.4</td>
</tr>
<tr>
<td>MobileViT-XXS [30]</td>
<td>Hybrid</td>
<td>1.5</td>
<td>3707</td>
<td>2.3</td>
<td>0.7</td>
<td>✓</td>
<td>74.8</td>
</tr>
<tr>
<td>SwiftFormer-XS</td>
<td>Hybrid</td>
<td>0.7</td>
<td>6034</td>
<td>3.5</td>
<td>0.6</td>
<td>✓</td>
<td>75.7</td>
</tr>
<tr>
<td>MobileNet-v2×1.4 [39]</td>
<td>ConvNet</td>
<td>0.9</td>
<td>7447</td>
<td>6.1</td>
<td>0.6</td>
<td>X</td>
<td>74.7</td>
</tr>
<tr>
<td>MobileNet-v3-Large [15]</td>
<td>ConvNet</td>
<td>0.9</td>
<td>10351</td>
<td>5.4</td>
<td>0.3</td>
<td>✓</td>
<td>75.1</td>
</tr>
<tr>
<td>EfficientNet-b0 [42]</td>
<td>ConvNet</td>
<td>1.3</td>
<td>8537</td>
<td>5.3</td>
<td>0.4</td>
<td>✓</td>
<td>77.1</td>
</tr>
<tr>
<td>EdgeViT-S [24]</td>
<td>Transformer</td>
<td>3.8</td>
<td>5860</td>
<td>5.7</td>
<td>3.8</td>
<td>X</td>
<td>72.2</td>
</tr>
<tr>
<td>EdgeViT-XS [34]</td>
<td>Hybrid</td>
<td>2.7</td>
<td>4812</td>
<td>6.7</td>
<td>1.1</td>
<td>X</td>
<td>77.5</td>
</tr>
<tr>
<td>MobileViT-v2×1.0 [31]</td>
<td>Hybrid</td>
<td>1.7</td>
<td>3201</td>
<td>4.9</td>
<td>1.8</td>
<td>✓</td>
<td>78.1</td>
</tr>
<tr>
<td>SwiftFormer-S</td>
<td>Hybrid</td>
<td>0.8</td>
<td>5051</td>
<td>6.1</td>
<td>1.0</td>
<td>✓</td>
<td>78.5</td>
</tr>
<tr>
<td>MobileFormer-508M [3]</td>
<td>Hybrid</td>
<td>3.0</td>
<td>4443</td>
<td>14.0</td>
<td>0.5</td>
<td>✓</td>
<td>79.3</td>
</tr>
<tr>
<td>PoolFormer-S12 [53]</td>
<td>Pool</td>
<td>1.2</td>
<td>3227</td>
<td>12.0</td>
<td>1.8</td>
<td>X</td>
<td>77.2</td>
</tr>
<tr>
<td>EdgeViT-S [34]</td>
<td>Hybrid</td>
<td>3.5</td>
<td>4256</td>
<td>13.1</td>
<td>1.9</td>
<td>✓</td>
<td>81.0</td>
</tr>
<tr>
<td>EfficientFormer-L1 [20]</td>
<td>Hybrid</td>
<td>1.1</td>
<td>5046</td>
<td>12.3</td>
<td>1.3</td>
<td>✓</td>
<td>79.2</td>
</tr>
<tr>
<td>MobileViT-v2×1.5 [31]</td>
<td>Hybrid</td>
<td>3.4</td>
<td>2356</td>
<td>10.6</td>
<td>4.0</td>
<td>✓</td>
<td>80.4</td>
</tr>
<tr>
<td>SwiftFormer-L1</td>
<td>Hybrid</td>
<td>1.1</td>
<td>4469</td>
<td>12.1</td>
<td>1.6</td>
<td>X</td>
<td>80.9</td>
</tr>
<tr>
<td>ResNet-50 [13]</td>
<td>ConvNet</td>
<td>1.9</td>
<td>4835</td>
<td>25.5</td>
<td>4.1</td>
<td>X</td>
<td>78.5</td>
</tr>
<tr>
<td>PoolFormer-S36 [53]</td>
<td>Pool</td>
<td>2.8</td>
<td>1114</td>
<td>31.0</td>
<td>5.0</td>
<td>X</td>
<td>81.4</td>
</tr>
<tr>
<td>ConvNeXt-T [25]</td>
<td>ConvNet</td>
<td>2.5</td>
<td>3235</td>
<td>28.6</td>
<td>4.5</td>
<td>X</td>
<td>82.1</td>
</tr>
<tr>
<td>DeiT-S [24]</td>
<td>Transformer</td>
<td>9.9</td>
<td>2990</td>
<td>22.5</td>
<td>4.5</td>
<td>✓</td>
<td>81.8</td>
</tr>
<tr>
<td>MobileViT-v2×2.0 [31]</td>
<td>Hybrid</td>
<td>5.0</td>
<td>1906</td>
<td>18.5</td>
<td>7.5</td>
<td>X</td>
<td>81.2</td>
</tr>
<tr>
<td>EfficientFormer-L3 [20]</td>
<td>Hybrid</td>
<td>2.0</td>
<td>2691</td>
<td>31.3</td>
<td>3.9</td>
<td>✓</td>
<td>82.4</td>
</tr>
<tr>
<td>SwiftFormer-L3</td>
<td>Hybrid</td>
<td>1.9</td>
<td>2890</td>
<td>28.5</td>
<td>4.0</td>
<td>✓</td>
<td>83.0</td>
</tr>
</tbody>
</table>

Table 2: Comparison of our proposed SwiftFormer with the state-of-the-art counterpart models on ImageNet-1K. The latency is measured on iPhone 14 Neural Engine (iOS 16) and the throughput is measured on Nvidia A100 GPU. Our models run faster than MobileNets, Hybrid, and Transformer models, with a better trade-off between accuracy and model complexity. The error for the latency measurement is less than ±0.1 ms. The input size remains consistent at 224×224 for all models, except for the MobileViT [30] and MobileViT-v2 [31] variants, which employ a larger dimension of 256×256. Our results are shown in bold for all model variants.

**Comparison with ConvNets:** Our SwiftFormer models surpass the widely used lightweight CNN counterparts significantly in terms of top-1 accuracy, while running faster than the highly optimized MobileNet-v2 and MobileNet-v3 on an iPhone 14 mobile device. Specifically, our SwiftFormer-XS runs 0.1 ms faster than MobileNet-v2×1.0 and MobileNet-v3-Large×0.75 and achieve better top-1 accuracy with a margin of 3.9% and 2.4% respectively. Our SwiftFormer-S runs faster than EfficientNet-b0 [42] by 1.6× and achieves 1.4% higher top-1 accuracy. Further, our SwiftFormer-L3 achieves 4.5% and 0.9% gain in top-1 accuracy over ResNet-50 and ConvNeXt-T, respectively, while running at the same latency as ResNet-50 and 1.3× faster than ConvNeXt-T. This demonstrates that our SwiftFormer models, powered by our proposed efficient additive attention, run faster than the lightweight CNN models on mobile devices and achieve superior performance. Recent device-level optimizations for CNN-based models, such as dedicated hardware implementations for convolutions with batch normalization and non-linearity, likely contribute to the high throughput of fully CNN-based models on A100.

**Comparison with transformer models:** Although transformer models usually outperform CNN-based models in terms of accuracy, they tend to suffer from high latency when running on resource-constrained mobile devices. For instance, DeiT-S, which has a similar model size to ResNet-50 and achieves higher top-1 accuracy by 3.3%, but ResNet-50 runs approximately 5.2× faster on an iPhone 14 mobile device. In contrast, our SwiftFormer-L3 model achieves 1.2% higher accuracy than DeiT-S, while running at the same speed as ResNet-50. Further our SwiftFormer-S model runs approximately 4.7× faster than DeiT-T on an iPhone 14 mobile device and has 6.3% better accuracy.

**Comparison with hybrid models:** Although most existing hybrid approaches achieve higher accuracy compared to their lightweight CNN counterparts, they still underperform the fully CNN-based models in terms of latency due to the quadratic complexity of multi-head self-attention. For example, EdgeViT-XXS runs at approximately 2× slower compared to MobileNet-v3-Large×0.75. On the other hand, our SwiftFormer-XS has better latency as compared to lightweight CNNs and approximately is 2× faster than EdgeViT-XXS and MobileViT-XS, with an overall 1.3% and 0.9% higher top-1 accuracy respectively. Further, our SwiftFormer-L1 model is 3× faster than the state-of-the-art MobileViT-v2×1.5 with 0.5% better top-1 ac-
Table 3: Results using SwiftFormer as a backbone on dense prediction tasks: Object detection and instance segmentation on COCO, whereas semantic segmentation on ADE20K. Our approach outperforms EfficientFormer on all three tasks.

Figure 4: Results on COCO. Examples for object detection and instance segmentation on the COCO 2017 validation set. Our SwiftFormer-L1 model can accurately detect and segment instances in images.

Figure 5: Qualitative results on ADE20K. The qualitative examples for semantic segmentation on the ADE20K validation set. Top: Ground truth masks. Bottom: The semantic segmentation results. Our model can accurately segment various indoor and outdoor scenes.

Knowledge distillation (KD): It is worth mentioning that we use the same teacher model of DeiT [44] and EfficientFormer [20] in Table 2. We perform a baseline comparison to show the efficiency of our method without using KD. EfficientFormer-L1 achieves 77.3% accuracy w/o KD, compared to 79.2% with KD. Our SwiftFormer-L1 achieves 79.8% w/o KD, compared to 80.9% with KD. This shows that our approach achieves a higher absolute gain of 2.5% over EfficientFormer-L1, when not using KD. Our SwiftFormer-XS and SwiftFormer-S w/o KD achieve 74.1% and 77.0%, respectively.

4.4. Object Detection and Instance Segmentation

Table 3 compares the object detection and instance segmentation results of Mask-RCNN with different lightweight backbones. Our SwiftFormer-L1 backbone achieves 41.2 AP box, surpassing the lightweight ResNet18 and PoolFormer-S12 backbones by 7.2 and 3.9 points respectively. Further, it performs better than the previous state-of-the-art EfficientFormer-L1 backbone by 3.3 AP box. For instance segmentation, our method achieves 38.1 AP mask.
score which is 2.7 points better than the previous state-of-the-art. Similar trend is observed for SwinftFormer-L3 backbone, which surpasses the previous state-of-the-art EfficientFormer-L3 backbone by 1.3 points and 1.0 points in AP box and mask respectively. The improvement in the downstream detection and instance segmentation tasks illustrates the effectiveness of our SwiftFormer backbone models for the dense prediction tasks.

4.5. Semantic Segmentation

Table 3 shows the semantic segmentation results of SwiftFormer backbone-based models as compared to previously proposed backbones. We achieve 41.4% mean intersection over union score using SwiftFormer-L1, surpassing ResNet18 by 8.5%, PoolFormer-S12 by 4.2%, and the state-of-the-art EfficientFormer-L1 by 2.5%. Similarly, our SwiftFormer-L3 backbone-based segmentation models achieve 43.9 mIoU, surpassing all previous methods.

4.6. Qualitative Results

Fig. 4 shows the qualitative results of our detection and instance segmentation model on COCO dataset. We also show in Fig. 5 qualitative examples for semantic segmentation results on the ADE20K dataset. Additionally, we demonstrate in Fig. 6 a baseline comparison with the baseline EfficientFormer-L1. The baseline misclassifies a bird as a sheep in the first example and as a bear in the second example, while misclassifies kites as birds in the third example. Our SwiftFormer-L1 accurately detects and segments objects in these examples, which demonstrates the ability of SwiftFormer to accurately identify and segment objects within a diverse range of indoor and outdoor settings.

![Figure 6: Qualitative comparison between EfficientFormer-L1 (top) and our SwiftFormer-L1 (bottom) on images from COCO val set for detection and instance segmentation.](image)

5. Ablation study

To show the effectiveness of the proposed efficient additive attention, we conduct a comparison with other attention variants over SwiftFormer-L1 in Table. 4. It is notable that the proposed efficient additive attention achieves the best trade-off between latency and top-1 accuracy. To demonstrate further insights on the interpretability of the proposed efficient additive attention, we visualize the learned global attention query vector \( \alpha \) of Eq. 4 of the first and last stages of the network. The global query vector of the efficient additive attention aligns with the semantics of the image and hence acts as an informative source in the additive attention mechanism. Also, it localizes the features of the objects accurately with fine details in the first stage.

6. Conclusion

Transformers have gained popularity in vision applications due to their effective use of self-attention computation. However, their use in mobile vision applications is challenging due to the quadratic nature of self-attention, which is computationally expensive on mobile devices. In this work, we propose a novel efficient additive attention that replaces the expensive matrix multiplication operations with element-wise operations and eliminates explicit keys-values interaction. Our proposed attention is linear with respect to the input tokens and used in all stages of the network. Although we achieve a superior balance between accuracy and efficiency, we observe that in the case of dense small object detection, our approach is less accurate likely due to not using positional encoding or attention biases. Our future work is to improve the performance of efficient additive attention in dense prediction tasks.
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