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2 University Paris Est Créteil, Laboratoire LISSI, Paris, France

nadiya.shvai@cyclope.ai, {arcadi.llanza-carmona, nakib}@u-pec.fr

Abstract

Deep learning based methods have become the de-facto
standard for various computer vision tasks. Nevertheless,
they have repeatedly shown their vulnerability to various
form of input perturbations such as pixels modification, re-
gion anonymization, etc. which are closely related to the
adversarial attacks. This research particularly addresses
the case of image anonymization, which is significantly im-
portant to preserve privacy and hence to secure digitized
form of personal information from being exposed and po-
tentially misused by different services that have captured
it for various purposes. However, applying anonymization
causes the classifier to provide different class decisions be-
fore and after applying it and therefore reduces the classi-
fier’s reliability and usability. In order to achieve a robust
solution to this problem we propose a novel anonymiza-
tion procedure that allows the existing classifiers to become
class decision invariant on the anonymized images with-
out any modification requires to apply on the classification
models. We conduct numerous experiments on the popular
ImageNet benchmark as well as on a large scale industrial
toll classification problem’s dataset. Obtained results con-
firm the efficiency and effectiveness of the proposed method
as it obtained 0% rate of class decision change for both
datasets compared to 15.95% on ImageNet and 0.18% on
toll dataset obtained by applying the naı̈ve anonymization
approaches. Moreover, it has shown a great potential to be
applied to similar problems from different domains.

1. Introduction
Deep learning models require, in general case, a vast

load of data for training, control of performance and analy-
sis of the models. For various reasons such as cost of label-
ing or necessity to do historic analysis, it might be necessary
to keep the data for a longer period of time. For numerous
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automatic system based service providers such as surveil-
lance, security, toll classification, these data often concerns
personal information including identity via face, location
with car license plates, etc. Then, saving these information
certainly raises the concern on personal privacy and hence
on securing the digitized form of personal information from
being exposed and potentially misused. As a consequence,
multiple privacy protection laws such as General Data Pro-
tection Regulation (GDPR) [19] in European Union, Cali-
fornia Consumer Privacy Act (CCPA) in California, USA,
China Cybersecurity Law (CSL) in China, amended Act on
the Protection of Personal Information (APPI) in Japan etc.
impose severe limitations on data operations in order to pro-
tect private data of the end customer. Indeed, one potential
solution of the data saving necessity for the services vs the
restrictions imposed by the privacy preservation laws is to
remove the sensitive information (e.g., face, license plate)
from the data via anonymization. Particularly, for the im-
age related tasks anonymization means removing sensitive
information from the image by modifying its corresponding
part (for example, by blurring). This research considers the
problem within the context of large scale image classifica-
tion.

Recent research demonstrates that naı̈vely applying
anonymization effects the performance of the deep convo-
lutional neural network (CNN) based classifiers [10]. Par-
ticularly, anonymization causes the classifier to provide dif-
ferent class decisions before and after applying it and hence
reduces the classifier’s reliability and usability. This creates
dual inference pipeline: classifier vs. anonymizer + clas-
sifier, where the invariance of the predicted class is not a
priori guaranteed. Fig. 1 illustrates this problem on an im-
age from ImageNet, where the classifier predicts a different
class once the image region is anonymized.

Intuitively, the dual inference pipeline has various im-
mediate solutions such as: (1st) developing the classifiers
directly with the anonymized data and (2nd) improve the
classifier by training it with both original and anonymized
data. Indeed, for any offline (non real-time) or time-
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Figure 1. Dual inference pipeline: classifier vs. classifier +
anonymizer. The outcomes of such pipeline are not necessary the
same.

unconstrained applications the 1st approach is a potential
solution given the possibility to work directly with the
anonymized data. However for the real-time applications
it is not feasible to apply on-the-fly anonymization before
applying a deep learning model due to the constraints on
operations time and available resources. Next, the second
solution has been examined in [10], which demonstrated
that it is unable produce acceptable results. Furthermore,
an in-depth analysis of this problem by recent research [10]
reveals that the dual inference problem is mainly caused due
to the vulnerable samples and hence the robust classifier de-
sign appears as the best solution. Developing a robust clas-
sifier is closely related to numerous concurrent approaches
for improving classifier’s reliability against the adversarial
attacks. Unfortunately, despite the all recent improvements
the problem is yet to achieve its desire performance, which
is 0% rate of decision change.

The above limitations of the possible and existing ap-
proaches highly motivate us to rethink the problem from
different aspects to identify novel and effective solution.
Therefore, we address it from the aspect of modifying the
perturbations introduced by the anonymizer in such a way
that they do not significantly change the output of the classi-
fier model (here the term significantly is defined by specific
problem conditions). Consequently, we propose a novel
anonymization procedure that allows the existing classi-
fiers to become class decision invariant on dual inference
pipeline without applying any modification on the classifi-
cation models. Particularly, using small changes in the area
perturbed by anonymizer model, we “correct” the image in
order to preserve the predicted class of the original image.
In order to find changes necessary to apply necessary mod-
ifications we use the gradient descent method, which in its
base is the same idea as used for gradient adversarial attack.
The proposed method provides numerous advantages:

• it allows to keep the classification model intact, which
can be especially interesting in the situation of legacy
model, or costly model training and validation pro-
cesses;

• the method is simple in implementation;

• there is no dependency on the specific neural network
architecture, or even specific task, although in our
work we discuss only image classification;

• proposed method has low number of parameters;

• it can work directly “out-of-the-box” as we show in
the experiment section where we apply it with different
CNN architectures without specific tuning of method
parameters.

In order to validate the effectiveness of the proposed ap-
proach, we conduct experiments with two different datasets
and associated image classification problems: ImageNet
and a proprietary toll vehicle classification dataset. The first
set of experiments on the open dataset aims to provide re-
producible results and simulates a rather difficult problem
in order to explore method limits. The second set of ex-
periments illustrates the method’s performance on a real-
world application (from which this work originated). Ob-
tained results from both datasets confirm the effectiveness
of the proposed method as it obtained 0% rate of class de-
cision change for both compared to 15.95% on ImageNet
and 0.18% on toll dataset obtained by applying the naı̈ve
anonymization approaches. Our contributions in this re-
search can be summarized as follows:

• we propose a novel solution for an important and con-
temporary problem, introduced as the dual inference
pipeline;

• we provide a novel view of the problem to be experi-
mented with the publicly available popular ImageNet
dataset.

• we achieved the desire and optimal performance,
which is 0% rate of decision change.

The paper is organized as follows: section 2 discusses
related work, in section 3 we set the problem, describe the
proposed method and give more details on experiments set-
tings. Section 4 contains the experiments results and obser-
vations made throughout conducting those. Finally, section
5 concludes the paper.

2. Related work

When establishing the related work, we can do so both
through the problem domain (image anonymization) or the
proposed solution (gradient-based image modification). Fi-
nally, considering the complete pipeline of anonymizer and
classifier and the issue of its invariance, we touch the topic
of classifier robustness which is an alternative solution to
the posed problem.
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2.1. Image anonymization

This work falls under the broad category of research aim-
ing to modify the input for the purpose of privacy preserving
issues. The main goal is to be compliant with the different
privacy related regulations such as GDPR, CCPA etc. These
regulations in particular aim to preserve the private part of
data used to build machine learning based services. In the
context of computer vision, an easy way to implement pri-
vacy protection would be to modify a part of an image to
hide private information such as faces or license plates.

Generally speaking, we can think about anonymization
as a type of input mapping that erases or encrypts some
part of information while leaving the rest of it intact. To
solve the problem of finding such a mapping correctly a
measure of information loss and preservation needs to be
established. This measure is problem dependant and can be
subjective. In our case the information preservation is en-
sured by a/ the assumption of targeted and limited area of
image modification (which a common natural assumption
in image anonymization problems) and b/ additional con-
straint of image classifier invariance. In other words, we
consider image classifier as a subjective measure of infor-
mation preservation. From a human point of view, it is not
a good measure that is easy to be fooled [9]. However, from
the application point of view this a good measure that en-
sures that anonymization mapping is coherent with classifi-
cation pattern model represented by image classifier.

In [20] Ren et al. train a model for a specialized task of
face anonymization. They use generative adversarial train-
ing with a discriminator that tries to obtain private infor-
mation from anonymized videos. Obtained anonymizer re-
places a face with a similar, non-identifiable face, and thus
it minimizes the perturbation effect on the object detector.
Such approach is similar to ours in terms of building an
anonymization algorithm which would affect the main task
model (detection, in this case) as little as possible. However,
the solution is different as we propose a general approach
that does not require an anonymizer model training.

Leroux et al. proposed an obfuscation framework [12]
that produces a non human-readable input that can be suc-
cessfully treated by the task-specific neural network that
was trained on non-obfuscated data. This framework con-
sists of an obfuscator, de-obfuscator, and a fixed pretrained
classifier. The obfuscator and de-obfuscator are trained in
the adversarial manner.

In the similar spirit Li et al. proposed an adversarial
training framework called DeepObfuscator [13]. It consists
of an obfuscator, a classifier, an adversary reconstructor and
an adversary classifier. When training, obfuscator aims to
transform the image to defend from reconstruction attack
and consequent adversary classification, while maintaining
good performance on classifier. We remark that this ap-
proach also requires a model training, however the result is

lightweight enough to produce smartphone-deployable ob-
fuscator according to the paper.

In their work [21] Ryoo et al. introduced the concept
of inverse super resolution (ISR). They developed a CNN
model capable of classifying human activity at extreme low
resolution videos, i.e. 16x12 pixels. Such input size allows
to perform privacy-preserving classification.

2.2. Gradient-based image modification

As the focus of this work is the effect of input modifica-
tions on the model, it is also closely related to adversarial
attacks, a research area that studies neural networks vul-
nerability to small input perturbations [9]. However it is
worth stating that it does not fit exactly under this category
because for obvious reasons the changes in the images in-
troduced by anonymization procedure must be perceivable
by human (indeed, if after the anonymization no change in
the image is seen by the human eye, then from the human
point of view the image contains same information as be-
fore). A recent survey on adversarial attacks is given by [5],
while [30] reviews adversarial attacks in computer vision
field. Adversarial attacks can be mostly categorized into
two groups:

Black-box attacks: black-box attacks do not assume
any knowledge about the model and uses information about
inputs and outputs to conduct the attack [3, 14, 18];

White-box attacks: In a white-box attack, the adversary
has total knowledge and access to the model being attacked
[15, 16, 29].

Those types of attack can lead to privacy leaks. For in-
stance, provided a white-box access to the network model
Fredrikson et al. used model invertion to reconstruct a face
image used in the training set using the confidence score of
the target model [8].

2.3. Robust training

Learning how to protect models from input attacks, mak-
ing them more robust, less sensitive to input change allows
to design privacy-preserving methods which would not af-
fect the model performance.

Adversarial defense can be seen as a particular of neu-
ral network robustness. Recent surveys [2, 17, 24] give
overview on the adversarial attack and defenses.

Among all possible applications, the medical field is the
one particularly concerned with privacy related issue. In-
deed, the potential benefits of using multi-national data sets
across multiple institutions could allow to significantly im-
prove the accuracy of current models. However, regulation
prevents the use of cross-medical information. This is why
Kaissis et al. [11] proposed an end-to-end framework for
training deep learning models of CNNs while preserving
the privacy of the patients’ data used.
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Most, if not all, techniques detailed in this section have
a common point. They all require to either develop a
new model to increase robustness, or to retrain the origi-
nal model to learn from the modified inputs. However it
is not always possible or desirable to substitute an exist-
ing computer vision model. The approach presented in this
paper can be seen as a white-box attack [4] but with the ob-
jective of maintaining the model’s performance on the the
anonymized images rather than decreasing it. We aim to
demonstrate that the input image can be modified to remove
the privacy-related information without changing the origi-
nal model performance trained on the non-altered images.

3. Methodology
In this section we state more formally the problem set-

ting, explain the proposed method and describe the datasets
we conduct the experiments on.

3.1. Datasets

For the experiments we use two datasets with associated
classification problems. The first one is the ImageNet [6],
which is used here to provide reproducible results. More
specifically, we used the test set of ImageNet. The sec-
ond one is the proprietary dataset associated with the ve-
hicle classification problem at the toll, similar to the one
described in [23]. This labeled dataset comprises 401879
images of vehicles passing the toll, where labeling is done
w.r.t. 5 vehicle classes according to the toll payment tariff
grid in France [1]. Class samples are provided in Fig. 2.
It is used here to illustrate the practical implications of the
proposed algorithm.

Class 1 Class 2 Class 3

Class 4 Class 5

Figure 2. Examples of vehicle classes in the proprietary dataset for
toll vehicle classification task.

3.2. Anonymization

3.2.1 Anonymization algorithm

We use blur anonymization on a rectangular patch of the
image containing sensitive information. The blur is done
with Gaussian kernel of size 9× 9 with σ = 10.

3.2.2 Anonymization area

For ImageNet dataset, we simulate the presence of sensi-
tive data by selecting the 50 × 50 rectangular (assuming
the image has been already resized) with high salience. In
order to select such a rectangular we used a pretrained Mo-
bileNetV2 [22] to get the loss function gradient w.r.t. image
and choose the rectangular with the highest sum of abso-
lute gradient values. Some examples of resulting images
are given in Fig. 3.

For proprietary vehicle dataset, we use an object detec-
tion model in order to identify the bounding boxes with the
human faces and license plates present in the image. Their
average width and height in the resized 224 × 224 images
are 8 and 13 for the faces, and 20 and 11 for the license
plates, respectively.

3.3. Problem formulation and method description

Let xor ∈ X be an original image, xblur be an image
obtained from xor by blurring (or, more generally, modi-
fying) an area corresponding to an indices subset I . Let
f : X → [0, 1]N be a neural network classifier that out-
puts the score vector associated with N classes classifica-
tion task. The task is to find an image x̃blur such that

d(f(x̃blur), f(xor)) < ε, (1)

where distance d can be defined in multiple ways, notably
as

• an indicator function that returns 1 iff x̃blur and xor

are mapped by f to the same class;

• euclidean distance.

We additionally require that image x̃blur is different from
image xblur only on indices subset I . It is implied (although
we will not verify this explicitly) that x̃blur is in the vicinity
of image xblur, in particular, we expect x̃blur to remain far
from xor on I .

We remark that problem formulation (1) can be rewritten
as an optimization problem w.r.t input image x̃blur :

x̃∗
blur = argmin

x̃blur∈XI
xor

d(f(x̃blur), f(xor)) (2)

where XI
xor

= {x ∈ X |x[i] = xor[i] , i /∈ I}. In this case,
condition (1) plays a role of a stopping criterion. If we ex-
plicitly demand that x̃blur ∈ XI

x∗ ∩ Bδ(xblur) in order to
reflect the expectation for solution x̃blur to remain within
small distance δ to starting point xblur, the similarity to the
adversarial attack problem [9, 26] becomes clear. The dif-
ference lies in the optimization goal: whereas an adversar-
ial attack is searching for image x that maximizes distance
d(f(x), f(xor)) for initial image xor, adaptive anonymiza-
tion algorithm minimizes distance d(f(x̃blur), f(xor)), us-
ing xblur as a starting point. To solve this problem we
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bicycle-built-for-two

41.39% confidence

unicycle

54.72% confidence

llama

99.50% confidence

fountain

26.30% confidence

ringlet

92.24% confidence

acorn

57.85% confidence

arctic fox

99.62% confidence

ice bear

32.03% confidence

ballpoint

65.44% confidence

syringe

54.28% confidence

Figure 3. Examples of anonymizing simulated sensitive data ar-
eas in ImageNet test dataset. The predicted class and score corre-
sponds to the pretrained MobileNetV2 inference results.

propose to use the gradient descent method by minimizing
the cross-entropy of f(x̃blur) and f(xor) with respect to
x̃blur[i], i ∈ I . More specifically, we construct x̃blur in an
iterative way as:

x̃
(0)
blur = xblur

x̃
(k)
blur = x̃

(k−1)
blur − α∇IJ(θ, x̃

(k−1)
blur , f(xor)),

(3)

where J denotes cross-entropy, θ is the set of model pa-
rameters, and gradient is taken with respect to the I entries
of image x̃

(k−1)
blur . The iterative process continues until the

stopping criterion 1 is met, or the maximum number of it-
erations are done. Diagram representation of the proposed
method in given in Fig. 4.

Initial anonymized
image; predicted
class: eskimo dog

Modification in the
anonymization
area, proposed by
the algorithm

Corrected
anonymized image;
predicted class:
labrador retriever

Figure 4. Proposed method iteratively “corrects” anonymized ver-
sion of the image aiming to obtain the same model prediction as on
the original image. Image change is obtained via gradient descent
for loss function w.r.t. area of the image subject to modifications.

In our experiments we have used a predicted class equal-
ity indicator as the distance function and we set maximum
number of iteration to 100. We normalize the values of the
gradient (by diving the gradient by its entry of the maxi-
mum absolute value) in order to consistently reflect the step
size by parameter α.

4. Results and discussions

In this section we test the efficiency of the proposed
method on two different datasets and associated classifica-
tion tasks.
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4.1. Experiments on ImageNet

We start by the sensitivity analysis of the proposed
method to the step size α for the given CNN MobileNetV2.
Next, we validate method performance for multiple CNN
architectures.

4.1.1 Sensitivity to the step size α

In order to study the method sensitivity to the step size α
and to estimate empirically its ”good” value, we have con-
ducted a series of experiments varying only this parame-
ter. More precisely, we considered MobileNetV2 network
pretrained on ImageNet dataset and a range of values for
the parameter α from 0.025 to 2. The results of these ex-
periments are presented in Table 1. Initially, due to pur-
posely severe anonymization simulation, a large part of test
set turned out to be vulnerable to this type of ”attack”:
15.944% of images changed the predicted class after apply-
ing anonymization. Then, we applied the proposed method
with various values of the parameter α. We observed that
for all experiments only of a small part of vulnerable im-
ages resist to the correction (from 0% to 0.301%). There-
fore, the percentage of vulnerable images decreases signif-
icantly from 15.944% to 0%-0.048% (depending on the α
value). The best results were achieved with the values of
α = 0.025, 0.05, 0.1, 0.75 where no images remained vul-
nerable after the application of the algorithm. Overall, one
can conclude that the proposed algorithm has low sensitivity
to parameter α and shows good performance for the whole
range of tested values.

4.1.2 Experiments on various CNN architectures

After observing only moderate influence of the parame-
ter α on the method performance we can proceed to the a
study on various CNN architectures without worrying much
about precisely estimating the best parameter settings. We
have considered the following architectures: MobileNetV2,
ResNet50V2, InceptionV3, Xception. As before, we use
the neural networks pretrained on ImageNet dataset, and
compare their predictions on the original and modified (aug-
mented with the blur) test set of ImageNet. The step size α
is fixed at 0.1. The results of this experiment are given in
Table 2. We observe that

• all of the tested architectures showed vulnerability to
this sort of “anonymization attack”. The share of vul-
nerable images varied from 9.86% for Xception to
16.44% for ResNetV2.

• regardless of the architecture the proposed method had
performed well and has fully accomplished the set
goal. In all four experiments the share of vulnerable
images was reduced to 0%.

• there is a tangible gap between initial share of vulner-
able images for MobileNetV2 and ResNetV2 (15.94%
and 16.44% respectively) vs InceptionV3 and Xcep-
tion (11.86% and 9.86%). Similar dependency is ob-
served in the variation of the experiment with masking
applied instead of blurring (see subsection 4.1.3). We
suggest that this is related to CNN architecture type,
but further research is needed to explore this hypoth-
esis. Thus we leave it as an observation for a curious
reader.

• the maximum number of iterations for the algorithm
was set to 100. However in reality the number of
steps required to go back to the initially predicted class
was much lower. In particular, for MobileNetV2 av-
erage number of steps was equal to 1.95, 1.93 steps
for ResNet50V2, 2.00 steps for InceptionV3, and 1.81
steps for Xception (here the average is taken only over
images that needed correction).

Conducted experiments validate the proposed method and
demonstrate its applicability for a range of different initial
settings.

4.1.3 Using masking as an extreme anonymization
technique

Taking into account good performance of the proposed
method for Gaussian blur, we have decided to go further
with more severe anonymization method, namely masking.
In this set of experiments we keep the same settings as in
the experiments with different CNN architectures (see sub-
section 4.1.2), but instead of applying Gaussian blur on the
desired area we replace it with an independently generated
patch, in particular we assign single value to all the pixels
in that region. In this scenario we are confident that the
information in the desired region has been removed com-
pletely, and no partial remaining information is able to in-
directly aid the proposed method in achieving the task. The
results of such experiment is given in Table 3. We ob-
serve the increased number of vulnerable images which is
aligned with the intuition of masking being a more radi-
cal type of anonymization than blurring. Nevertheless we
observe a good algorithm performance with the vast ma-
jority of anonymized images modified to correspond to the
initially predicted class. In particular, for MobileNetV2 1
image of 23207 initially vulnerable ones remained uncor-
rected, for ResNet50V2 7 images out of 26433, for Incep-
tion V3 1 image out of 16027, and 0 images out of 14072
for Xception. However, an increased number of algorithm
iteration steps was required to reach the stopping criterion
in comparison with the previous experiment with the blur-
ring used for anonymization. On average, 3.54 iteration
steps were required for MobileNetV2 (+ 84%), 4.69 steps
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Table 1. Proposed method performance w.r.t. varying step size α. Experiments were conducted with MobileNetV2 on the test set of
ImageNet consisting of 100k images. Initially 15,944 images changed predicted class after anonymization, which constitutes 15.94% of
the test set.

step size # images that changed
predicted class
after anonymization

# images
not corrected
by the algorithm

% images
not corrected
by the algorithm

% vulnerable
images
(initial)

% vulnerable
images
(final)

0.025

15944

0 0.000%

15.94%

0.000%

0.05 0 0.000% 0.000%

0.1 0 0.000% 0.000%

0.25 1 0.006% 0.001%

0.5 1 0.006% 0.001%

0.75 0 0.000% 0.000%

1 5 0.031% 0.005%

1.5 9 0.056% 0.009%

2 48 0.301% 0.048%

Table 2. Proposed algorithm performance w.r.t. different CNN architectures. Experiments were conducted on the test set of ImageNet
consisting of 100k images. For all the architectures considered number of images vulnerable to the predicted class changed was reduced
to 0.

Architecture # images that changed
predicted class
after anonymization

% vulnerable
images
(initial)

% vulnerable
images
(final)

average
number
of the iterations

MobileNetV2 15944 15.94%

0.000%

1.95

ResNet50V2 16436 16.44% 1.93

InceptionV3 11863 11.86% 2.00

Xception 9864 9.86% 1.80

for ResNet50V2 (+ 143%), 3.54 steps for InceptionV3 (+
77%), and 3.38 steps for Xception (+ 88%).

4.1.4 Adaptive face anonymization for ImageNet
dataset

A recent publication [28] provides face annotations for Ima-
geNet dataset. We used them with the anonymization func-
tion given in [28] to conduct experiments similar to Sec-
tion 4.1.2. The results obtained (Table 4) are well aligned
with the results presented in Table 2 both in method effi-
ciency (0% failure) and average number of iterations and
steps (1.91-2.20). Additionally, we remark that a signifi-
cant amount of ImageNet test images containing faces (17.5
%), and a noticeable amount of images vulnerable to class
switching after initial anonymization (2.0%-3.3%) indicate
suitability of this dataset for the considered problem.

4.1.5 Experiment with a Transformer architecture

Motivated by the fact that Transformer [27] architectures
currently achieve SOTA in various computer vision tasks

including image classification, we have conducted an ex-
periment similar to those in the Section 4.1.2 with a pre-
trained ViT-B/16 model [7]. Out of the 100k ImageNet
test images, 5901 images have changed the predicted class
after the anonymization with the Gaussian blur. Proposed
method was able to successfully undo the change for all the
affected images with the average of 2.41 iteration steps re-
quired. We observed that this result is consistent with the
experiments results for MobileNetV2, ResNet50V2, Incep-
tionV3 and Xception provided in Table 2.

4.2. Experiments on real-world application of vehi-
cle classification at the toll

For this experiment, we use a customized model from
VGG family [25] trained on the dataset with presumably
the same data distribution as the test set. On the test dataset
the model has reached 93.30% accuracy, whereas on the
blurred images accuracy has decreased to 93.24%. In par-
ticular, on 725 images the class predicted by the model has
changed. This amount of images comprises 0.18% of the
whole dataset, much less than in the experiment on Im-
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Table 3. Proposed algorithm performance w.r.t. different CNN architectures, where anonymization has been done with masking.

Architecture
# images that changed
predicted class
after anonymization

# images
not corrected
by the algorithm

% vulnerable
images
(initial)

% vulnerable
images
(final)

average #
iterations

MobileNetV2 23207 1 23.21% 0.001% 3.58
ResNet50V2 26433 7 26.43% 0.007% 4.69
InceptionV3 16027 1 16.03% 0.001% 3.54
Xception 14072 0 14.07% 0.000% 3.38

Table 4. Proposed algorithm performance for adaptive face
anonymization task on ImageNet

Architecture
% vulnerable
images
(initial)

% vulnerable
images
(final)

average #
iterations

MobileNetV2 3.14% 0.00% 2.07
ResNet50V2 3.31% 0.00% 2.20
InceptionV3 2.34% 0.00% 2.00
Xception 2.01% 0.00% 1.91

ageNet. Indeed, in our ImageNet experiment in order to
test the limits of the proposed method we are simulating
an ”aggressive” anonymization which on purpose targets
the sensitive image areas and which perturbs rather large
parts of the image. Additionally, the vehicle classification
problem has much lower number of classes (5 vs. 1000
for ImageNet), which further decreases the probability of
model output class change. Here we see a real life exam-
ple where the problem is not as accentuated. Nevertheless,
under the conditions of large data volumes (which is ex-
actly the case with the vehicle classification at the toll) even
a small accuracy decrease can lead to tangible money and
reputation loss for the client. Hence, the accuracy control
on the anonymized data requires ideally the full consistency
of the classification model on the original and anonymized
datasets.

Initial accuracy on the abovementioned vulnerable sub-
dataset was 64.55%, whereas after the blurring it has
dropped dramatically to 31.59%. After replacing the Gaus-
sian blur with the proposed method we observe 100% of
classification inconsistency correction. In other words,
the classification model has regained back its initial accu-
racy of 93.30%. Out of 725 images that needed adaptive
anonymization, 680 images were ”corrected” in 1 iteration
step, 41 images required 2 iteration steps, and 4 images
needed 3 iteration steps. We observe that despite setting
a high value of maximal number of iteration steps (100), in
the actual experiment a low number of steps were required
to perform the anonymization correction.

4.3. Discussions

Throughout the method development and experiment
conducting we have made a couple of observations we

would like to share here.

• Presented method at its core has a simple gradient de-
scent. Consequently, it can be improved (where the
notion of improvement is tied to the specific problem
tasks and limitations) by substitution of gradient de-
scent by any of more efficient gradient methods. In
the present work we did not set as a goal to find the
most performing variation of the method, but rather to
present the concept as a whole.

• The stopping criterion could be easily substituted by
precision of approximation to the original image class
score, or precision of approximation to the original im-
age probability vector.

• From the theoretical point of view nothing prevents ap-
plication of the proposed method to other deep learn-
ing tasks.

5. Conclusions
In this work we have considered the problem of

anonymizer-classifier pipeline robustness for the task of im-
age classification from the non-typical viewpoint of modi-
fying the anonymizer rather than classification model. Be-
sides general advantage of such direction which lies in ini-
tial classification model preservation, proposed approach
has a number of benefits, such a implementation simplicity,
no dependency on specific neural network architecture, low
number of parameters, and, consequently, the possibility to
use it as a “plug-and-play” method. As a disadvantage, in-
creased number of resources are required during the method
usage as it needs multiple inference runs of the classifier
model. Conducted experiments show good performance of
the proposed method and low sensitivity to its parameter,
the step size.
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