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Abstract

Growing leakage and misuse of visual information raise security and privacy concerns, which promotes the development of information protection. Existing adversarial perturbations-based methods mainly focus on the de-identification against deep learning models. However, the inherent visual information of the data has not been well protected. In this work, inspired by the Type-I adversarial attack, we propose an Adversarial Visual Information Hiding (AVIH) method to protect the visual privacy of data. Specifically, the method generates obfuscating adversarial perturbations to obscure the visual information of the data. Meanwhile, it maintains the hidden objectives to be correctly predicted by models. In addition, our method does not modify the parameters of the applied model, which makes it flexible for different scenarios. Experimental results on the recognition and classification tasks demonstrate that the proposed method can effectively hide visual information and hardly affect the performances of models. The code is available at https://github.com/suzhigangssz/AVIH.

1. Introduction

Deep neural networks (DNNs) have been widely applied in the computer vision [26, 10, 18]. However, the increasing leakage and misuse of visual information has raised serious concerns [45, 20], especially in fields such as face [27, 28, 51] and medicine [5, 1, 12]. A representative case is the security issue of data stored in the cloud environment [19, 4, 35]. Due to potential vulnerabilities in cyberspace [3], uploaded private images can be easily stolen and used maliciously [38]. Therefore, it is meaningful and urgent to explore effective strategies to protect visual information.

A classic strategy is visual information hiding, which mainly consists of two types [40]: Homomorphic Encryption (HE)-based methods [2, 46, 32], Perceptual Encryption (PE)-based methods [42, 40, 39, 8, 16] and steganography method [24, 50]. Affected by the nonlinear activation functions in DNNs, HE-based methods are difficult to perform well on advanced DNNs [40]. Although PE-based methods apply to DNNs, existing methods typically require retraining with data in the encrypted domain to guarantee accuracy on encrypted data [42, 40]. This affect the performance of service model on raw data and cause additional resource consumption (especially for large models). The steganography method can hide the visual information of sensitive data into another image, but it does not guarantee that the service model can correctly recognize the protected image.

To alleviate these negative effects, we expect to hide the visual information without making any modifications to service model. Namely, we hide sensitive visual information only by varying the input image. Previous researches have made some explorations in this regard. The transformation network-based methods [16], which try to protect the original image via a transformation function parameterized by
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a neural network, share the same philosophy. However, the method cannot easily recover the original image from the protected image for other purposes. They may suffer from adversarial vulnerability [9, 14] because the introduced neural network may be destroyed by adversarial attacks.

In fact, the negative effects of adversarial attacks can be utilized positively to protect privacy. Some works have exploited adversarial attacks for de-identification [36, 34, 48]. These methods add imperceptible perturbations or non-suspicious patches generated by adversarial attacks to original images, hindering DNNs to extract effective features and recognize identities, thus protecting the identity privacy in the image. However, in this work, we focus on visual information hiding, which means that the protected image is entirely different from the original image visually but can still be correctly predicted by DNNs (see Figure 1). Fortunately, we observe a special type of adversarial attack (called Type-I attack) [43] quite different from the type used in previous methods. This type of attack guides DNNs to make consistent predictions on two distinct samples.

Inspired by the Type-I adversarial attack, in this paper, we propose an Adversarial Visual Information Hiding (AVIH) method. The proposed method hides the visual information in images while preserving their functional (e.g., recognition and classification) features for service model. It can recover original images from protected images for their owners. Specifically, we reduce the visual correlation between the protected and original image while minimizing their distance in the feature space of service model, to generate the protected image. Meanwhile, we exploit a generative model pre-trained in a private training setting as the key model, then optimize the protected image based on it so that the recovered image is similar to the original image. Furthermore, to break through the tough trade-off between the capability of privacy protection and the quality of restored image, we design the variance consistency loss to enhance privacy protection without compromising image recovery (see Section 3.3). Note that the protected image generated by our method can only be accurately recovered by the own key model, other models (even if the model architecture is the same) are difficult to recover well (see Section 4.3).

AVIH can significantly improve the security and flexibility of image storage, which is extremely obvious in the protection of gallery sets for metric learning. Take the cloud-based face recognition system as an example. According to the service face recognition model, the face database manager can generate protected images locally or in the cloud and save the key model locally. The protected image contains no visual information and can be used by the service model to extract features correctly. Moreover, these protected images cannot be recognized by other models. Then, these protected images can be stored in the gallery set in the cloud for normal face recognition tasks. These protected images can be recovered using the key model when needed (such as maintaining the dataset or using face images for other tasks, etc.). The process is shown in Figure 1.

Taking visual information hiding of gallery set images for cloud-deployed face recognition systems as the basic task, we conduct a comprehensive evaluation of our proposed method in terms of both effectiveness and security. In order to compare with existing methods suitable for information hiding tasks, we extend our method to classification tasks. Experimental results on multiple service models and datasets show that the proposed method is effective. In addition, to prove the effectiveness of our proposed loss, we conduct an ablation study about it to further present the advantages of our proposed method.

Our main contributions are as follows:

- Inspired by Type-I adversarial attacks, we propose a visual information hiding method AVIH. To alleviate the difficult trade-off between capability of information hiding and quality of recovered image, we design a variance consistency loss.

- Our proposed method has following properties: 1) The visual information in the image is clearly obfuscated. 2) Our method does not require retrain. 3) The protected image can be recovered by the own key model, but external models are difficult to recover.

- We validate the effectiveness of the proposed method on the face recognition task and the classification task. In addition, we conduct qualitative and quantitative ablation studies to show efficiency of the proposed loss.

2. Related Work

2.1. Visual Information Hiding

The visual information hiding of images is from the perspective of human vision. It is most directly manifested by the protected images being visually unrecognizable. Since Homomorphic Encryption (HE) only supports additive and multiplicative operations, HE are not suitable for nonlinear computations. Most DNNs contain a large number of nonlinear computations, so HE-based methods are hardly applicable to state-of-the-art DNNs [40]. The steganography methods hide sensitive information in a cover image and require as few changes to the cover image as possible. It does not need to guarantee that the service model can perform normal predictions on hidden information, which is very different from our work. Therefore, these two types of methods are not discussed in this paper. For the methods based on Perceptual Encryption (PE), some works [42, 40, 39, 8] focus on finding an encrypted domain and training the model directly using the encrypted images. However, this has a significant impact on the accuracy of
the model. To improve the accuracy of the classification model for protected images, Ito et al. [16] trained a transformation network to keep the classifier correctly classified while hiding visual information. However, the weakness of this method is that the protected image cannot be recovered.

Unlike the current work used in classification and segmentation tasks, we mainly focus on metric learning tasks represented by face recognition, which are more prone to privacy leakage. To compare with existing methods that can achieve visual information hiding, we also extend the AVIH method to classification tasks. Our proposed method can also compensate for the drawbacks of the above methods. It generates protected images for a specific model that already exists. It takes advantage of the vulnerability in the model itself to provide strong privacy protection to the image. Since our method does not modify the service model, it does not affect the accuracy on the original image.

2.2. Adversarial Attack

DNNs are vulnerable to some adversarial examples [9, 14]. There are many adversarial attack methods [9, 33, 6] to find adversarial examples efficiently. Tang et al. [43] divided the adversarial attacks into adversarial attack Type-I and adversarial attack Type-II based on the statistical Type I and Type II error. We take an optimization perspective on adversarial attacks. Then the Type-II attack maximizes the difference in the model output while ensuring a slight difference with the original input samples. Mathematically, it can be formulated as follows:

$$\max_{x'} f(x) - f(x') \quad s.t. \quad ||x' - x|| < \epsilon, \quad (1)$$

where $x$ is the original sample, $x'$ is the adversarial sample, and $f(\cdot)$ is the model which is attacked. The Type-I attack, in contrast to the Type-II attack, looks for an input sample that differs the most from the original input sample but makes the model output as same as possible. Mathematically, it can be formulated as follows:

$$\max_{x'} ||x' - x|| \quad s.t. \quad f(x) = f(x') . \quad (2)$$

The Type-I attack on classification and generative models was implemented in the work of Tang et al. [43]. Then, Sun et al. [41] implemented a Type-I attack against variational autoencoder (VAE) [23]. In this work, we implement Type-I attacks on face recognition and classification tasks. Inspired by these attacks, we propose the AVIH method.

3. Methodology

The objective of our proposed method is to learn a protected image $x'$ which satisfies: 1) $x'$ is completely different from the original image $x$, 2) for the service model the output $f_s(x')$ is the same as the $f_s(x)$, and 3) $x'$ can be recovered as the $x$ by the key model. Mathematically,

$$\text{From } x \in \mathcal{X} \quad \text{Generate } x' = A(x)$$

$$s.t. \quad ||x' - x|| > \epsilon \quad (3)$$

$$f_s(x') = f_s(x), \quad \text{key}(x') = x.$$

The pipeline of our method is shown in Figure. 2.

3.1. Image Visual Information Hiding

Exploiting the adversarial vulnerability of DNNs, we can perform Type-I attack on the service model to get images that are visually completely different from the original image but with extremely similar features. Suppose that $d(\cdot)$ measures the difference between the outputs of the model. For different tasks, it behaves as different functions. Then for a particular service model $f_s$, the difference between the output of the adversarial sample and the original sample is

$$\mathcal{L}_t(x', x) = d(f_s(x), f_s(x')). \quad (4)$$
We define $\mathcal{L}_d$ as

$$\mathcal{L}_d(x', x) = \|x - x'\|_2^2,$$  \hfill (5)

then the loss of the Type-I attack on the service model is formulated as

$$\mathcal{L}_t(x', x) = \mathcal{L}_t(x', x) - \lambda \cdot \mathcal{L}_d(x', x),$$  \hfill (6)

where $\lambda$ is a positive hyperparameter which balances image level differences and output level differences. Then with a certain number of iterations $K$, we can optimize $\mathcal{L}_t$ by the following operations to get the final adversarial sample.

$$g_{k+1} = \alpha \cdot g_k + \frac{\nabla \mathcal{L}(x'_k, x)}{\|\nabla \mathcal{L}(x'_k, x)\|_2^2},$$  \hfill (7)

$$x'_{k+1} = x'_k - \beta \cdot g_{k+1},$$  \hfill (8)

where

$$g_0 = \frac{\nabla \mathcal{L}(x'_0, x)}{\|\nabla \mathcal{L}(x'_0, x)\|_2^2}. \hfill (9)$$

At the first iteration, $x'_0$ can be randomly initialized, or it can be made $x'_0 = x$. The former provides an easier way to get an adversarial example with more significant visual differences. The latter provides a faster way to get an adversarial example that meets the criteria.

### 3.2. Image Recovery

The protected image obtained by Equation. 6 can effectively hide visual information and keep the function of the sensitive information for the service model. However, the protected image is not recoverable. To achieve the goal of Equation. 3, we attach a recovery module that can recover the generated information hidden image. We refer to the generated images with perturbations as protected images. This perturbation has the function of protecting the visual information of the image.

To get the protected images, we first train the generative model $G$, which can generate the same images as the input. Then we perform Type-I attacks on both the service model and the generative model. We define $\mathcal{L}_g$ as follows:

$$\mathcal{L}_g(x', x) = \|x - G(x')\|_2^2.$$  \hfill (10)

The loss $\mathcal{L}_g$ can help to keep the protected images recoverable by the key model we have chosen. Thus, the loss becomes as follows:

$$\mathcal{L}_e(x', x) = \mathcal{L}_t(x', x) + \mu \cdot \mathcal{L}_g(x', x),$$  \hfill (11)

where $\mu$ is a hyperparameter that balances the protection quality and restore quality. With Equation. 7 and Equation. 8, we can optimize $\mathcal{L}_e$ to obtain the protected image $x'$ which can satisfy the objective of Equation. 3.

### 3.3. Variance Consistency Loss

The protected image obtained by the objective function of Equation. 6 satisfies the requirements of Equation. 3, but its protection quality is not high. The obtained protected images have the problem of the difficult trade-off between protection quality and recovery quality. That is, if we want to obtain an image that is difficult to be cracked successfully, the quality of the image recovered by the key model will be poor. Another problem is that the obtained protected image, although differing greatly from the original in color, has obvious visual information that the original image has, which negatively impacts visual information protection. To solve the above problem, we propose a variance consistency loss. It improves the quality of protection by limiting the differences between each part of the image to make the protected image visually more confusing.

For the input image, we divide the image in each channel (R, G, B) into $N$ blocks respectively, i.e., $\{b_1, b_2, \ldots, b_N\}_c$, where $c \in \{R, G, B\}$, $b_n \in \mathbb{R}^{h \times w}$ and $h, w$ denote the height and width of the block. The pixels of the blocks are allowed to have overlapping parts between them. Let $p_{i,j}^b \in [0, 1]$ denote the normalized pixel value at $(i, j)$ in block $b$. Then, we calculate the sum of each block:

$$S_n = \sum_{i=1}^h \sum_{j=1}^w p_{i,j}^b.$$  \hfill (12)

We use $S$ denote the set of sum of the blocks for each channel, i.e., $S_c = \{S_1, S_2, \ldots, S_N\}_c$. In our practice, we convolve the image with a convolution kernel of size $h \times w$ to
obtain blocks. Then, we calculate the variance of $S_c$ and obtain $\sigma^2_{c} = \text{var}(S_c)$. Finally, we define the variance consistency loss as:

$$
\mathcal{L}_v(x') = \sigma^2_R + \sigma^2_G + \sigma^2_B,
$$

(13)

where $\sigma_R$, $\sigma_G$ and $\sigma_B$ denote the variances for R, G, B channels, respectively. By minimizing $\mathcal{L}_v$, we can get a protected image with a more uniform distribution of pixel values. Proof-of-concept experiments (see Section 4.4) show that $\mathcal{L}_v$ can eliminate the visual semantics in the protected images which are similar to the original images, and can help obtain protected images with high quality of protection and recovery. More details on the variance consistency loss can be found in Supplementary Material D.

Based on the variance consistency loss, the loss function in Equation. 6 is modified as:

$$
\mathcal{L}_t(x', x) = \mathcal{L}_t(x', x) + \lambda \cdot \mathcal{L}_v(x'),
$$

(14)

and the Equation. 11 is reformulated as:

$$
\mathcal{L}_{AVIH}(x', x) = \mathcal{L}_t(x', x) + \lambda \cdot \mathcal{L}_v(x') + \mu \cdot \mathcal{L}_g(x', x),
$$

(15)

where $\mu$ are hyperparameters. This is our proposed AVIH framework for visual information hiding. The algorithm is summarized in Algorithm. 1.

### 3.4. AVIH Method for Specific Tasks

Our method can provide effective protection for the stored image and can be applied to a wide range of tasks. In this work, we take face recognition and classification as examples to illustrate the ability of our method.

For the face recognition task, we want the features extracted by the service model $f_s$ from the protected and original images to be as same as possible. Thus, we modify $\mathcal{L}_t$ as follows:

$$
\mathcal{L}_t(x', x) = ||f_s(x) - f_s(x')||^2_2.
$$

(16)

For the classification task, compared with directly minimizing the mean square error (MSE) of $f_s(x)$ and $f_s(x')$, we find that maximizing $f^c_s(x')$ where $c$ is the prediction class of the service model on the original image can more effectively reduce the impact of visual information hiding on the accuracy. We thus first obtain the logit output of the original image $f_s(x)$ and convert it to one-hot format $\delta(f_s(x))$. Then, we reify $\mathcal{L}_t$ as follows:

$$
\mathcal{L}_t(x', x) = -\delta(f_s(x)) \cdot f_s(x').
$$

(17)

### 4. Experiments

In this section, we first verify the effectiveness of the AVIH method for face recognition tasks. Then, taking the face recognition system as an example, the security of the AVIH method and the effectiveness of the variance consistency loss are explored. Finally, we verify the effectiveness of the AVIH method for classification tasks and compare it with other methods.

#### 4.1. Experimental Settings

**Dataset and service models.** Our experiments were mainly evaluated based on the *Labeled Face in the Wild* (LFW) [13] dataset. We choose four face recognition models ArcFace [7], CosFace [44], SphereFace [30] used in [48], and AdaFace [22] to fully evaluate the performance of our method. Among them, the input size of ArcFace and AdaFace [22] is $112 \times 112$, and the input size of CosFace and SphereFace is $112 \times 96$. Therefore, we first use the MTCNN [49] to align and crop the face images to the corresponding face recognition model’s input size.

**Key models.** We choose the pix2pix framework [15] to train our key model. To pre-train the key model, we randomly selected 1,2878 images from the CelebA [31] dataset as the training set. Then we set the input and output of the model to the same image, set the batch size to 1, and train for 4 epochs. Finally, the trained generator is used directly as the key model. Unless otherwise stated, we use only one key model to protect the entire dataset.

**Evaluation metrics.** To evaluate the effectiveness of our method more realistically and inspired by the evaluation method in MegaFace [21], we modified the evaluation method of LFW. We randomly selected 12 persons from the LFW dataset as the probe set. Each contains more than 12 facial images, comprising 355 images. The other 12878 images, we use as the gallery set. In the testing phase, we take one face image of a person in the probe set and put it into the gallery set. Then use the remaining images of this person as the test set. Next, we use the above-divided dataset to test the accuracy of the face recognition model. In this way, we put each person’s image in the probe set into the gallery set in turn to measure the average accuracy. This metric can well demonstrate the impact of our method on face recognition models in practical applications.

We use the Structural Similarity Index Measure (SSIM) [47] and Learned Perceptual Image Patch Similarity (LPIPS) to quantitatively measure the quality of the protected images. In this work, we use $SSIM_s$ / $LPIPS_s$ to represent the average of the SSIM / LPIPS values between the protected image $x'$ and the original image $x$, and use $SSIM_d$ / $LPIPS_d$ to represent the average of the SSIM / LPIPS values between $x$ and the recovered image $G(x')$. A higher SSIM indicates that the two images are more similar and a lower LPIPS indicates that the two images are more similar.

#### 4.2. Effectiveness of Face Privacy Protection

*Effectiveness and impact on service model.* To the best of our knowledge, our method is the first (PE)-based
method for face recognition. There is no closely related method yet to compare the performance of protected images. Therefore, we conduct qualitative and quantitative evaluations of protected images. High visual metric scores and a very slight impact on accuracy demonstrate the effectiveness of our method.

We use the AVIH method to protect the original face image $x$ in the probe set to test its effectiveness on face visual information hiding. Then, we used the obtained protected image $x'$ as the input of the key model $G(\cdot)$. Finally get the recovered image $G(x')$. The results are shown in Figure. 3. From Figure. 3, it is evident that the protected image generated by our method is significantly different from the original image. Since no useful visual information is obtained from the protected image, it has the effect of visual information hiding for the original image. In Table. 1, the average SSIM value between the protected and original images for each service model is less than 0.04, while the cosine similarity between their features is higher than 0.99. Therefore, the protected image generated by AVIH can completely replace the original image while hiding the visual information.

Table 1. Image visual quality metrics and cosine similarity (cos-sim) between the output features of the service model for original and protected images on LFW.

<table>
<thead>
<tr>
<th>Models</th>
<th>SSIM↓</th>
<th>LPIPS↑</th>
<th>SSIM↓</th>
<th>LPIPS↓</th>
<th>cos-sim↑</th>
</tr>
</thead>
<tbody>
<tr>
<td>AdaFace</td>
<td>0.028</td>
<td>0.886</td>
<td>0.893</td>
<td>0.144</td>
<td>0.997</td>
</tr>
<tr>
<td>ArcFace</td>
<td>0.030</td>
<td>0.888</td>
<td>0.903</td>
<td>0.128</td>
<td>0.994</td>
</tr>
<tr>
<td>CosFace</td>
<td>0.028</td>
<td>0.891</td>
<td>0.899</td>
<td>0.128</td>
<td>0.998</td>
</tr>
<tr>
<td>SphereFace</td>
<td>0.029</td>
<td>0.888</td>
<td>0.906</td>
<td>0.120</td>
<td>0.996</td>
</tr>
</tbody>
</table>

Table 2. Accuracy (percentage) of face recognition models for original image and different protected image on LFW. The results of AVIH-ONE and AVIH-ALL are expected to be close to the results of original.

<table>
<thead>
<tr>
<th>Models</th>
<th>Original</th>
<th>AVIH-ONE (%)</th>
<th>AVIH-ALL (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>AdaFace</td>
<td>98.6</td>
<td>98.6</td>
<td>98.6</td>
</tr>
<tr>
<td>ArcFace</td>
<td>96.5</td>
<td>96.5</td>
<td>96.5</td>
</tr>
<tr>
<td>CosFace</td>
<td>89.4</td>
<td>89.2</td>
<td>89.3</td>
</tr>
<tr>
<td>SphereFace</td>
<td>80.3</td>
<td>80.0</td>
<td>80.6</td>
</tr>
</tbody>
</table>

To evaluate the impact of AVIH method on the accuracy of the face recognition models, we first generate a protected face image in the probe set before putting it into the gallery set. Then put the protected image into the gallery set instead of the original image. We tested the accuracy of the face recognition models in this way. The result AVIH-ONE is shown in Table. 2. Compared with the original accuracy of the models, it can be concluded that the AVIH method’s impact on the models’ accuracy is very slight, which can achieve the same accuracy in the ArcFace model.

Considering the actual situation, all the images stored in the gallery set are protected images. So we replaced all the images in the gallery set with protected images and then retested the accuracy of the models, as AVIH-ALL in Table. 2. In this case, our method has a very slight impact on the accuracy of the models and has a beneficial effect on the accuracy of the SphereFace model.

We test the average of SSIM values, as shown in Table. 1. Combined with Figure. 3 shows that the recovered image has good quality and can recover most of the visual information of the original image. Since the recovered images...
Table 3. The performances of our method when the pre-trained model is based on non-face image (e.g., COCO). The numbers in parentheses represent the difference from the original accuracy of the model. For example, (-0.2) means the accuracy is 0.2 lower than the original.

<table>
<thead>
<tr>
<th>Model</th>
<th>AVIH-ONE (%)</th>
<th>SSIM$_d$ ↓</th>
<th>SSIM$_d$ ↑</th>
</tr>
</thead>
<tbody>
<tr>
<td>AdaFace</td>
<td>98.6(-0.0)</td>
<td>0.026</td>
<td>0.891</td>
</tr>
<tr>
<td>ArcFace</td>
<td>96.5(-0.0)</td>
<td>0.027</td>
<td>0.909</td>
</tr>
<tr>
<td>CosFace</td>
<td>89.2(-0.2)</td>
<td>0.031</td>
<td>0.882</td>
</tr>
<tr>
<td>SphereFace</td>
<td>79.9(-0.4)</td>
<td>0.031</td>
<td>0.890</td>
</tr>
</tbody>
</table>

Figure 4. Visual information hiding in real-world scenes. The cosine similarity between recognition features of protected images ($x'$) and original images ($x$) is marked below $x'$. The SSIM between recovered images ($G(x')$) and original images is marked below $G(x')$.

are generated by the generative model, a better-trained generative model can achieve better recovery quality. We also explore the time spent in protecting images of AVIH in Supplementary Materials A.

Randomness of the dataset for training the key model. In this work, we use CelebA, which is also a face dataset, to train the key model. However, in real scenarios, large-scale face images are often difficult to obtain due to the privacy of each individual involved. So we changed CelebA to COCO [29] containing various objects to test the effectiveness of the new key model. We choose the test set of COCO as the train set and train 6 epochs on the key model. The results are shown in Table 3. It can be concluded that our method is robust to small noise.

4.3. Security Analysis

Key model randomness analysis. To test the randomness of the key model, we use the same strategy as Ding et al. [8]. We first trained 16 key models using the same settings but with different initialization values. Different initialization values may result in significantly different key models. Then, we choose one of them in turn as the private key model to participate in the protection of the image, and use the others as the external key model to try to recover the protected image. From the results shown in Figure 5, it can be concluded that the protected image obtained by one private key model cannot be recovered by other external key models, demonstrating that our proposed method can greatly improve the security of the face visual information. In addition, it is convenient that we can obtain mutually independent keys by simply changing the initialization without changing factors such as the structure of the key model and the training dataset. We suppose that one reason for this phenomenon is the instability of GAN training, where dif-

Figure 5. Partial results of the key model randomness analysis. The left column is the key used for protection, and the top row is the key used for recovery. Every key model is trained with different initialization only. More images of the results are shown in Supplementary Material B.

Figure 6. Crack the protected image using the attack model. The training dataset for the attack model is obtained using key1 protection. An attacker can recover images protected with his own key (key1), but cannot recover images protected with other keys.

Protected | Original | key1 | key2 | key3 | key4
---|---------|------|------|------|------
Protected | Original | key1 | key2 | key3 | key4

Table 4. Robustness of protected images against noise.

<table>
<thead>
<tr>
<th>$\sigma$</th>
<th>0</th>
<th>3/255</th>
<th>5/255</th>
<th>8/255</th>
<th>10/255</th>
</tr>
</thead>
<tbody>
<tr>
<td>SSIM$_d$</td>
<td>0.93</td>
<td>0.92</td>
<td>0.89</td>
<td>0.84</td>
<td>0.81</td>
</tr>
</tbody>
</table>
different initialization values lead to different locally optimal solutions. Another reason could be that our method tends to find the boundary points of the input field corresponding to the output error allowed by the key model. However, the instability of GAN training causes this boundary to change significantly when the initialization value is changed.

**Responding to a possible attack.** For the key model, even if the key model structure and its training settings are leaked, the protection is still difficult to break if the initialization point of the key training model is not leaked. As for the image, if pairs of original and protected images are leaked in large quantities, then an attacker can directly use these images to train a generative model to directly map the protected domain to the original domain. Ito et al. [17] exploited this method to evaluate the robustness of protection. So, we protect all the face images in the gallery set using the same key model, producing pairs of protected and original images. Then we use these paired images as a training set, and train a model using the same structure as the attack model. Using such a model, we attempt to recover the protected images in the probe set. The results are shown in Figure 6. When the training set images and the protected image to be cracked are protected from the same key model, the attack model can recover the protected image. However, when they are protected with different key models, the trained model cannot crack the protected image. Therefore, we can increase the frequency of changing key models to effectively defend against such attacks.

The protected images obtained by our method also have good statistical properties. The correlation analysis and histogram analysis are shown in Supplementary Material B. We also verify that the protected image generated by a service face recognition model cannot be recognized by other models with the same function.

**4.4. Ablation Study**

**Effectiveness of the variance consistency loss.** We compare the variance consistency loss \( L_v \) with the distance loss \( L_d \) (in Equation 5) to verify the effectiveness of \( L_v \). For each loss, we choose a set of suitable weights \( \lambda \) separately to represent its trade-off between the protection quality and recovery quality. Its results are shown in Figure 7. The protected image generated using \( L_d \) has a smaller SSIM value compared to the protected image using \( L_v \), but a clear outline can be seen. So the visual information of the original image still exists. If the protected image is to be made free of such visual information, there is a significant loss in the quality of the recovered image. In contrast, using \( L_v \), it is possible to generate protected images with both no residual visual information and high recovery quality. We also use another key to recover the protected image to further investigate the effect of the two different losses on the protection quality. From Figure 7, it can be concluded that the protected image using \( L_v \) is more difficult to be recovered by similar key models with different initialization while ensuring the quality of the recovered image. We compare \( L_v \) with more other losses in Supplementary Material D to further demonstrate the effectiveness of \( L_v \).

As shown in Figure 5, the difference between the results when \( \lambda = 0.001 \) and \( \lambda = 0.01 \) is very slight for the protected and recovery quality of the protected images. This means that our method requires no carefully adjustment of
Figure 8. Impact of parameter settings on protection quality and recovery quality. $k$ represents the size of the convolution kernel and $s$ represents the step size. For each pair of images, the former is the protected image and the latter is the recovery image. Below the recovery image is marked the SSIM value between it and the original image.

Figure 9. Results of AVIH method for Resnet50 as the service model. Each column represents a different sample.

<table>
<thead>
<tr>
<th>Method</th>
<th>Model</th>
<th>Original (%)</th>
<th>Protect (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>LIE [42]</td>
<td>VGG19</td>
<td>10.59</td>
<td>87.78</td>
</tr>
<tr>
<td></td>
<td>ResNet50</td>
<td>11.00</td>
<td>91.53</td>
</tr>
<tr>
<td>ITP [16]</td>
<td>VGG19</td>
<td>93.95</td>
<td>90.70</td>
</tr>
<tr>
<td></td>
<td>ResNet50</td>
<td>95.53</td>
<td>90.16</td>
</tr>
<tr>
<td>AVIH (Our)</td>
<td>VGG19</td>
<td>93.95</td>
<td>93.95</td>
</tr>
<tr>
<td></td>
<td>ResNet50</td>
<td>95.53</td>
<td>95.28</td>
</tr>
</tbody>
</table>

4.5. Privacy protection for classification models

We trained ResNet50 [11], VGG19 [37] using the train set of CIFAR-10 [25] and implemented AVIH method for the images of the test set. The results are shown in Figure 9. We also compared two existing methods suitable for visual information hiding and the results are shown in Table 5, where the ITP [16] do not recover protected images. Since the LIE [42] uses protected images to train the model, the prediction accuracy on the original data is low. We show the visual metrics, the results of the two comparative methods, and the results on Imgnet in Supplementary Material C. Our method has minimal impact on the accuracy of the models, and the average SSIM value of the recovered images can reach above 0.9 for both models after our tests.

5. Conclusion

In this paper, we propose a visual information hiding method AVIH based on Type-I attack. We evaluate our method by image protection of face recognition systems in the cloud. Experiments show that the AVIH method can protect images while preserving their functionality for the service model. We also propose a variance consistency loss to solve the problem of the difficult trade-off between protection quality and recovery quality. Finally, we use the AVIH method in classification tasks with satisfactory results. Our work provides a new perspective on image visual information protection, which has beneficial implications for adversarial learning communities and private protection communities. The AVIH method requires complete service model information. While this is feasible in most image storage situations, it limits the applicability of the AVIH method to a wider range of image protection scenarios. This is also a problem we will solve in future work.
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