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Abstract

Active Domain Adaptation (ADA) queries the labels of
a small number of selected target samples to help adapt-
ing a model from a source domain to a target domain. The
local context of queried data is important, especially when
the domain gap is large. However, this has not been fully
explored by existing ADA works. In this paper, we propose
a Local context-aware ADA framework, named LADA, to
address this issue. To select informative target samples, we
devise a novel criterion based on the local inconsistency
of model predictions. Since the labeling budget is usually
small, fine-tuning model on only queried data can be inef-
ficient. We progressively augment labeled target data with
the confident neighbors in a class-balanced manner. Exper-
iments validate that the proposed criterion chooses more
informative target samples than existing active selection
strategies. Furthermore, our full method clearly surpasses
recent ADA arts on various benchmarks. Code is available
at https://github.com/tsun/LADA.

1. Introduction
Unsupervised Domain Adaptation (UDA) [6, 17] adapts

a model from a related source domain to an unlabeled target
domain. It has been widely studied in the past decade. De-
spite its success in many applications, UDA is still a chal-
lenging task, especially when the domain gap is large [32].
In practical scenarios, it is often allowable to annotate a
small number of unlabeled data. The new paradigm of Ac-
tive Domain Adaptation (ADA), which queries the label of
selected target samples to assist domain adaptation, draws
increasing attention recently due to its promising perfor-
mance with minimal labeling cost [29, 20, 39, 38].

Traditional Active Learning (AL) methods select unla-
beled samples that are uncertain to the model [10] or repre-
sentative to the data distribution [27]. Some works combine
these two principles to design hybrid criteria [10]. These
AL strategies, however, may be less effective in ADA due
to the availability of labeled source data and the distribu-
tion shift between source and target domains. Recent ADA

works seek to use density weighted entropy [29], combine
transferable criteria [5], focus on hard examples [39] or ex-
ploit free energy biases [38] to select target samples that are
beneficial to domain adaptation.

Despite recent progress in ADA, the local context of
queried data has not been fully explored. Different from
Semi-Supervised Domain Adaptation (SSDA) [26, 15]
where all labeled target data are given at the beginning of
training and fixed afterwards, active querying to obtain la-
beled target data and model update interleave during the
training of ADA. The local context can guide the selection
of target samples that are uncertain and locally representa-
tive. It can also be utilized to update models and reduces the
tendency to only memorize these newly queried data during
fine-tuning [43]. Thus later training rounds can focus on
harder cases. In the particular situation when the domain
gap is large, it is also safer to trust the neighbors of queried
data than other confident but distant samples.

Thus motivated, in this paper, we propose a novel frame-
work of Local context-aware Active Domain Adaptation
(LADA). A Local context-aware Active Selection (LAS)
module is first designed, with a novel criterion based on
the local inconsistency of model predictions. During the
active selection stage, a diverse subset from the uncertain
regions measured by our criterion is selected for querying
labels. Then we design a Progressive Anchor-set Augmen-
tation (PAA) module to overcome issues from the small size
of queried data. Since the labeling budget for each round is
usually small, it only requires a small fraction of training
epoch before the model predicts well on the newly queried
data. Another issue is that the labeled data can be imbal-
anced when the target data are long-tailed or the active se-
lection focuses on partial classes. Our PAA handles the
above-mentioned issues through augmenting labeled target
data. Specifically, during each training epoch, we initialize
an anchor set with all available queried data and progres-
sively augment it with pseudo-labeled confident target data
in a class-balanced manner. Target training batches are sam-
pled from the anchor set instead to fine-tune the model. We
show that choosing confident samples in the neighborhood
of queried data overcomes the adversarial effects from false
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Figure 1: The framework of LADA. For active querying, the LAS (Local context-aware Active Selection) module selects
informative target samples based on the Local Inconsistency (LI) of model predictions. For model adaptation, the PAA
(Progressive Anchor set Augmentation) module exploits all queried data and their confident neighbors to fine-tune the model.
The anchor set A is expanded progressively during each training epoch and in a class balanced manner.

confident samples that are distant to labeled data.
To demonstrate the effectiveness of exploiting local con-

text in ADA, we conduct extensive experiments on various
domain adaptation benchmarks. We implement several rep-
resentative active selection strategies, and compare them
with LAS under the same configurations. Either with the
simple model fine-tuning or a strong SSDA method named
MME [26], LAS consistently selects more informative sam-
ples, leading to higher accuracies. Equipped with PAA, the
full LADA method outperforms state-of-the-art ADA solu-
tions on various benchmarks on both standard datasets and
datasets with class distribution shift.

In summary, we make the following contributions:
• We advocate to utilize the local context of queried data

in ADA, which may guide active selection and improve
model adaptation.

• We propose a LAS module with a novel active criterion
based on the local inconsistency of class probability
predictions. It selects more informative samples than
existing active selection criteria.

• We design a PAA module to overcome issues from the
small size of queried data. It progressively supple-
ments labeled target data with confident samples in a
class-balanced manner.

• Extensive experiments show that the full LADA
method outperforms state-of-the-art ADA solutions.

2. Related Work
Domain Adaptation. Domain Adaptation aims to adapt a
model from a source domain to a related but different tar-
get domain. Early works seek to align the feature distribu-

tions through matching statistics [35] or adopt adversarial
learning [6, 31]. Recent studies show their intrinsic limi-
tations when label distribution shift (LDS) exists [14, 21].
Aligning feature distributions could also fail to learn dis-
criminative class boundaries in SSDA where a few labeled
target data are available [26, 41]. Self-training [17, 32] that
learns from model predictions has become a promising ap-
proach in UDA with LDS [14], SSDA [41], source-data
free UDA [16, 30], etc. Exploiting the structure of target
data to improve adaptation performance is also an impor-
tant research topic [34, 42, 15]. Since UDA can be chal-
lenging when the domain gap is large, some recent works
try to explore Transformer [4] architecture for stronger fea-
ture representation [32], and leverage prior knowledge of
target class distribution to rectify model predictions [30].

Active Learning. Active Learning (AL) selects a small
number of unlabeled samples for annotation. There are
two major paradigms: uncertainty-based methods select un-
certain samples with criteria like entropy, confidence [13],
prediction margin [2], etc.; representativeness-based meth-
ods select samples that can represent the entire data dis-
tribution. Popular methods include clustering [40] and
CoreSet [27]. While most traditional AL algorithms use
a one-by-one query method, deep AL [24] adopts batch-
based query to avoid extra computation and model overfit-
ting [1, 11]. Recently, the ideas of Bayesian learning [12],
adversarial learning [28], and reinforcement learning [18]
have also been introduced into deep AL.

Active Domain Adaptation. Active Domain Adaptation
queries the label of selected target samples to assist domain
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adaptation. It was first studied in the task of sentiment clas-
sification from text data [22], where samples are selected
with uncertainty and a domain separator. More recently,
AADA [29] studies ADA in vision tasks. It combines ac-
tive learning with adversarial domain adaptation and se-
lects samples with a diversity cue from importance weight
plus an uncertainty cue. CLUE [20] performs uncertainty-
weighted clustering to select samples that are both uncertain
and diverse. S3VAADA [23] uses a submodular criterion
combining three scores to select a subset. TQS [5] adopts
an ensemble of transferable committee, transferable uncer-
tainty and transferable domainness as the selection crite-
rion. EADA [38] trains an energy-based model, and selects
samples based on energy values. SDM [39] focuses on hard
cases. It consists of a maximum margin loss and a margin
sampling function. LAMDA [8] addresses the issue of label
distribution mismatch in ADA by seeking target data that
best approximate the entire target distribution.

Although various ADA methods have been proposed, the
local context of queried data has not been fully explored.
The closest to ours is [37] that proposes a Minimum Happy
(MH) points learning for Active Source Free Domain Adap-
tation. The MH points are selected to have low neighbor
purity and high neighbor affinity, where purity is measured
with the entropy of hard neighbor labels. Different from
theirs, we use the local inconsistency of class probability
predictions to keep more information. Furthermore, they
adopt one-shot querying in order to determine source-like
samples as source data are unavailable, while we follow
previous ADA works to conduct several rounds of active
selection. We show that our active learning strategy is more
compact and effective under ADA setting.

3. Local Context-Aware ADA
Problem Formulation. In ADA, there is a source do-
main with labeled data Ds = {(xs

i , y
s
i )} and a target do-

main with unlabeled data Dt = {(xt
i)}. Meanwhile, we

can actively select a few target samples to query their la-
bels under a labeling budget B, which is usually much
smaller than the total amount of target data (i.e., B ≪ |Dt|).
Let the obtained labeled target data (a.k.a. queried data)
be Dtl = {(xtl

i , y
tl
i )}, with |Dtl| = B. The remaining

unlabeled target data are Dtu = Dt \ Dtl. The goal of
ADA is to learn a model h = g ◦ f that generalizes well
on the target domain, through querying most informative
samples. f is a feature extractor and g is a task predictor.
This work focuses on C−way classification. Hence labels
y ∈ Y = {0, 1, · · · , C − 1} are categorical variables. In
practice, it is more efficient to conduct active querying in R
rounds, with a label budget of b = B/R for each round.

It is worth mentioning that some ADA methods [5, 20,
39] train the model using only labeled data Ds ∪Dtl, while
others [23, 8, 37] also require unlabeled data. When the la-

Algorithm 1 Local context-aware ADA.

Input: Source data Ds, target data Dt, training epochs E,
iterations per epoch I

Initialization: Dtl = ∅, Dtu = Dt

1: for e = 0 to E do
2: if need active querying then
3: Obtain query set Dq with ground-truth labels

from Oracle as described in Sec. 3.1
4: Dtl ← Dtl ∪ Dq , Dtu ← Dtu \ Dq

5: end if
6: Initialize A = Dtl, S = ∅
7: for i = 0 to I do
8: Sample mini-batches Bs from Ds, Ba from A
9: Update model parameters with Eq. 5

10: Update S as described in Alg. 2.
11: if iteration over A finishes then
12: A ← A∪ S, S = ∅
13: end if
14: end for
15: end for

beling budget is small or there exists label distribution shift,
the unlabeled data are critical to the model performance.
For our work, we present results under both settings.

Method Overview. We exploit the local context of
queried data with the aim to select more informative tar-
get samples and improve model adaptation. The frame-
work of our Local context-aware Active Domain Adap-
tation (LADA) is illustrated in Fig. 1. The LAS (Local
context-aware Active Selection) module sorts all unlabeled
target samples by their Local Inconsistency of model pre-
dictions (LI scores), and then selects a diverse subset with
the largest scores for querying their ground-truth labels.
The PAA (Progressive Anchor set Augmentation) module
progressively supplements query set with confident target
samples. A Class Balancing strategy is adopted to add sam-
ples from different classes evenly. The two modules run
alternatively for several rounds until the labeling budget is
used up. Alg. 1 summarizes the training procedure.

3.1. Local Context-aware Active Selection

Uncertainty and Representativeness are two general
principles in traditional active learning. Uncertainty-based
strategies aim to select samples whose model predictions
are less confident, while representativeness-based strategies
aim to select samples to better represent the entire data dis-
tribution. In ADA, the source domain provides auxiliary
labeling information, making it cost-inefficient to sample in
the well-aligned regions of the two domains. Our empirical
experiments indicate that it is more beneficial to focus on
the uncertain target samples in ADA tasks.

Many criteria (e.g., entropy and margin) have been pro-
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Algorithm 2 Progressive Anchor set Augmentation.

Input: Confidence threshold τ , reject probability qA, sup-
plementary set S, labeled mini-batchBa, target dataDt,
neighborhood size K

1: for xa ∈ Ba do
2: Randomly sample xn from the K nearest neighbors

of xa for LAA (or from Dt for RAA)
3: pn = σ(h(xn)), ŷn = argmax pn
4: ξ ∼ U(0, 1) ▷ U is uniform distribution
5: if pn[ŷn] ≥ τ and ξ ≥ qA[ŷn] then
6: S ← S ∪ {(xn, ŷn)}
7: end if
8: end for
9: Return S

posed to select uncertain samples. However, these measures
only rely on the sample-wise model prediction while ignor-
ing its local context, which may include some outliers dur-
ing active selection. To address this issue, we design a novel
criterion based on the local inconsistency of model predic-
tions. Let p(·) = σ(h(·)) denote the class probability after
softmax operation σ(·). For an unlabeled target sample
xt, its Local Inconsistency (LI) is measured as

LI(xt) = −
1

K

K∑
k=1

wkp(xtk)
⊤p(xt) (1)

where {xtk} are K nearest neighbors of xt based on the
cosine similarity ⟨f(xtk), f(xt)⟩, and wk ∝ f(xtk)

⊤f(xt)
is the normalized weight. Here we use the soft probabil-
ity p, as pseudo labels are unreliable for uncertain samples
near decision boundaries. When the neighbors are very
close to the center sample, LI(xt) ≈ −p(xt)

⊤p(xt) =
p(xt)

⊤(1 − p(xt)) − 1, which is essentially the Gini Im-
purity. In real ADA benchmarks, the data distribution is not
dense and the neighborhood size K can be adjusted accord-
ingly. To removes outlier values and enhance the cluster-
ing structure of candidate uncertain regions, we additionally
smooth the scores among neighborhood by

LI(xt)← LI(xt) +
1

K

K∑
k=1

wkLI(xtk) (2)

Data with high LI scores generally have large sample-
wise uncertainty and inconsistent predictions to neighbors.
An adjoint effect is that those highly scored target samples
tend to co-occur in specific local regions. Active selec-
tion solely based on LI scores would include highly sim-
ilar sample pairs, leading to a waste of labeling budgets.
Fortunately, we can select a diverse subset from an over-
sampled candidate set. Let b be the labeling budget for cur-
rent round and M be a predefined ratio. A clustering pro-
cess is run on the top (1 + M)b samples with highest LI
scores, and then the b cluster centroids are selected as the

query set. The diverse sampling can also be implemented
with determinant point process, though clustering is simple
and works good enough. Note that unlike CLUE [20] that
runs an uncertainty-weighted clustering on all unlabeled tar-
get data, ours focuses only on a small portion of uncertain
samples and runs more efficient.

3.2. Progressive Anchor Set Augmentation

After each round of active querying, the model can be
updated for 1-2 epochs. A common way is to fine-tune the
model using all labeled data [5, 39, 38] with the objective1

L = E(x,y)∼Ds
ℓce(h(x), y) + E(x,y)∼Dtl

ℓce(h(x), y) (3)

where ℓce is the cross entropy loss.
The number of queried data for each round is usually

small, e.g., only 1% target data are added to Dtl after ac-
tive selection when the total labeling budget is 5%. This
causes two issues: it only requires a small fraction of train-
ing epoch before the model predicts well on those queried
samples; Dtl can be class imbalanced when the target data
are imbalanced or the active selection focuses on a few
classes. Consequently, it fails to fully utilize the training
resources and to provide more informative target samples
to the following rounds of active selection.

To supplement the limited queried data, we propose a
Progressive Anchor set Augmentation (PAA) module to in-
corporate confident target data. An anchor set A is initial-
ized with current Dtl. At each training iteration, a target
mini-batch Ba is sampled from A instead of Dtl for super-
vised training. Then some selected confident samples in the
neighborhood of Ba are added to a temporal set S. Once
the sampling iteration over A concludes, we reinitialize the
anchor set as A ← A ∪ S and clear S. The same proce-
dure repeats until the end of this epoch. We name this as
Local context-aware Anchor set Augmentation (LAA) as it
exploits the local region of queried data. We also consider
Random Anchor set Augmentation (RAA), where confident
samples are randomly selected from the entire Dt.

To obtain a class balanced anchor set, we reject a confi-
dent target sample with a higher probability if there already
exist many data from the same class in current A. Specif-
ically, let pA[c] =

∑
(xa,ya)∈A I[ya = c]/|A|, pmax

A =

maxc pA[c] and pmin
A = minc pA[c]. For a confident target

sample with pseudo label c, we reject it with a probability

qA[c] =
pA[c]− pmin

A
pmax
A

(4)

The detailed procedure of progressive anchor set augmen-
tation is described in Alg. 2.

1Some works sample training data from a joint labeled set Dl = Ds ∪
Dtl, which is more efficient but less generalizable.
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Table 1: Accuracies (%) on Office-Home using 5%-budget. (The highest accuracies across all methods are bolded and
within each section are underlined.)

AL method DA method Ar�Cl Ar�Pr Ar�Rw Cl�Ar Cl�Pr Cl�Rw Pr�Ar Pr�Cl Pr�Rw Rw�Ar Rw�Cl Rw�Pr Avg.

RAN

ft w/ CE loss

58.9 77.6 78.7 61.9 74.2 73.0 62.9 56.0 77.9 70.1 60.1 83.4 69.6
ENT 61.3 81.1 82.4 64.9 78.6 77.0 64.0 58.8 81.7 73.5 61.9 87.1 72.7
MAR 62.2 81.5 82.4 64.4 79.5 77.2 64.2 60.5 81.7 73.7 64.2 87.5 73.3
CoreSet 58.2 77.7 79.2 61.7 73.6 73.3 60.6 55.1 78.9 70.3 60.0 82.8 69.3
BADGE 63.4 81.9 81.5 65.1 79.9 77.0 64.4 61.0 82.0 73.8 63.5 88.0 73.5
AADA 60.4 81.5 82.3 64.5 79.0 76.9 63.2 58.9 81.9 73.3 63.2 87.4 72.7
CLUE 63.0 81.7 81.1 63.2 79.3 76.2 64.6 59.7 81.5 73.1 63.5 86.8 72.8
TQS 58.6 81.1 81.5 61.1 76.1 73.3 61.2 54.7 79.7 73.4 58.9 86.1 70.5
MHPL 63.5 81.7 82.1 65.0 79.2 77.2 65.0 61.7 82.2 73.8 65.1 87.7 73.7
LAS 66.1 83.8 82.4 66.9 82.5 78.6 66.8 63.1 82.4 74.9 66.7 89.6 75.3

RAN

MME

64.0 82.3 81.2 68.4 80.8 77.3 68.2 63.5 82.0 76.0 65.1 86.2 74.6
AADA 64.8 84.2 84.7 71.8 82.3 80.4 71.7 62.7 85.1 79.2 67.2 88.6 76.9
CLUE 65.5 84.9 83.8 71.1 82.4 79.5 71.4 62.9 85.2 79.0 66.9 88.4 76.7
MHPL 66.8 82.3 84.0 71.1 84.2 80.6 71.9 65.5 84.5 78.1 67.6 89.3 77.2
LAS 68.6 86.7 85.0 72.1 84.6 80.6 71.4 65.6 85.5 79.4 68.4 89.9 78.2

Table 2: Accuracies (%) on Office-Home using 10%-budget. (†Using importance sampling)

AL method DA method Ar�Cl Ar�Pr Ar�Rw Cl�Ar Cl�Pr Cl�Rw Pr�Ar Pr�Cl Pr�Rw Rw�Ar Rw�Cl Rw�Pr Avg.

BADGE

ft w/ CE loss

71.3 88.6 86.3 70.6 86.7 82.0 71.6 69.7 86.7 79.8 72.4 91.9 79.8
AADA 69.0 87.5 87.4 70.1 85.3 81.8 70.3 67.2 86.7 79.1 69.6 90.6 78.7
CLUE 69.7 87.6 85.7 69.8 86.3 81.0 69.8 68.4 85.5 78.1 71.8 91.1 78.7
TQS 68.0 87.7 85.7 67.0 83.0 78.7 69.3 64.5 83.9 77.8 68.9 90.6 77.1
LAS 73.6 90.0 87.0 70.6 88.7 82.6 72.4 71.8 86.3 79.3 73.8 92.2 80.7

BADGE

CDAC

68.8 86.4 84.4 75.3 88.2 83.6 75.2 71.3 87.1 79.6 73.5 91.3 80.4
AADA 69.7 87.0 86.2 74.8 87.0 84.5 74.8 69.7 88.1 79.7 71.2 90.6 80.3
CLUE 72.3 87.6 85.8 74.0 88.6 84.3 74.4 72.6 87.2 79.4 73.3 91.1 80.9
LAS 73.6 89.3 86.8 76.3 89.6 85.9 76.8 74.9 88.5 81.1 76.5 92.3 82.6

TQS
DANN†

68.7 80.1 83.1 64.0 83.1 76.9 67.7 71.0 84.4 76.4 72.7 90.0 76.5
S3VAADA 65.5 79.6 80.0 65.4 82.2 75.5 68.4 68.1 84.0 73.5 70.7 88.6 75.1
LAMDA 74.8 88.5 86.9 73.8 88.2 83.3 74.6 75.5 86.9 80.8 77.8 91.7 81.9

MCC 77.2 91.0 88.6 77.1 90.7 86.8 76.4 76.4 89.1 81.9 77.7 93.3 83.9
LAS RAA 77.8 91.8 88.4 77.7 91.5 87.7 78.1 79.1 89.5 83.4 79.8 94.1 84.9

LAA 77.2 91.9 88.1 76.9 91.1 86.8 76.6 78.1 88.3 82.0 79.0 93.8 84.2

The anchor setA contains not only all labeled target data
but also some pseudo-labeled confident data. With the class
balancing rejection,A is expected to contain adequate num-
ber of target samples from each class, thus effectively over-
come the drawbacks from the small size of queried data.
Later rounds of active selection may focus on more chal-
lenging samples. To further exploit A, we incorporate a
strong image transformation with RandAugment [3]. The
objective becomes

L = E(x,y)∼Ds
ℓce(h(x), y) + E(x,y)∼Aℓce(h(x̃), y) (5)

where x̃ = βx+(1−β)α(x) for some random augmentation
operator α(·), and β ∼ Beta(0.2, 0.2) is a random variable.
It can be viewed as a specific kind of Mixup between a weak
augmentation and a strong augmentation of the same image.
Comparing Eq. 5 to Eq. 3, we see that the memory usage
and computation cost are not increased.

It is worth mentioning that A is reinitialized as Dtl at
each training epoch. This reduces cumulative biases from
noisy pseudo labels. Another reason is that after each round
of active selection, restarting from Dtl ensures to train the
model sufficiently on the newly queried target samples.

4. Experiments

We conduct experiments on four widely-used domain
adaptation benchmarks: Office-31 [25], Office-Home [36],
VisDA [19] and DomainNet. Office-Home RSUT [33] is a
subset of Office-Home created with the protocol of Reverse-
unbalanced Source and Unbalanced Target to have a large
label distribution shift.

All experiments are implemented with Pytorch. In con-
sistent with previous works [5, 38, 39], we use a pre-trained
ResNet-50 [7] backbone and perform 5 rounds of active se-
lection with B = 5% or B = 10% of all target data. For
a fair comparison, we reproduce the results of several tra-
ditional active learning criteria including random (RAN),
least confidence (CONF), entropy (ENT), prediction margin
(MAR) [10], CoreSet [27], BADGE [1], and ADA methods
including AADA [29] and CLUE [20] in a unified frame-
work. Results of recent state-of-the-art ADA methods like
S3VAADA [23], TQS [5] and LAMDA [8] are borrowed
from the corresponding papers whenever applicable.

We set the confidence threshold τ to 0.9 for all datasets.
The neighborhood size K is 5 for Office-31 and 10 for
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Table 3: Accuracies (%) on Office-31 using 5%-budget.

AL DA A�D A�W D�A D�W W�A W�D Avg.

RAN

ft w/
CE loss

82.5 87.6 73.4 98.6 76.2 99.6 86.3
ENT 90.8 92.5 75.8 99.9 76.9 100. 89.3
MAR 89.4 92.5 78.5 99.8 79.0 99.9 89.9
CoreSet 83.8 85.9 74.8 97.6 76.1 99.6 86.3
BADGE 88.0 90.9 79.2 99.8 80.5 99.9 89.7
AADA 88.7 91.4 76.3 100. 77.3 100. 88.9
CLUE 89.8 91.8 79.1 100. 79.8 99.9 90.1
TQS 92.8 92.2 80.6 100. 80.4 100. 91.1
MHPL 90.0 91.0 78.3 99.4 78.7 99.9 89.5
LAS 91.6 93.9 81.5 99.7 81.8 99.6 91.4

RAN

MME

89.9 92.6 78.1 99.2 78.9 99.8 89.7
AADA 95.9 94.1 81.4 99.5 81.3 100. 92.0
CLUE 96.1 96.3 82.1 99.3 82.0 100. 92.6
MHPL 95.2 95.6 82.2 99.3 82.1 100. 92.4
LAS 96.7 96.1 84.8 99.3 84.8 100. 93.6

RAN

CDAC

90.6 91.7 75.0 98.2 77.0 99.7 88.7
AADA 94.7 96.1 77.8 99.5 79.6 99.5 91.2
CLUE 94.9 95.3 78.8 99.5 79.5 100. 91.4
MHPL 94.2 95.6 76.8 99.5 79.2 99.6 90.8
LAS 96.2 96.6 80.8 99.6 82.2 99.8 92.5

DANN 95.0 96.4 83.3 99.0 83.7 99.8 92.9
MCC 94.2 95.5 85.1 100. 86.0 99.8 93.4
RAA 96.9 97.6 84.2 100. 86.0 100. 94.1LAS

LAA 97.8 98.5 82.8 100. 85.2 100. 94.0

other datasets. We set M with an empirical formulation
⌈ 55
100B − 1⌉, leading to a candidate set of about ∼12% un-

labeled target data. Since VisDA has a huge number of data
in each class, we reduce the empirical value by a half. Ad-
ditional implementation details and analyses can be found
in the supplementary. Code will be made publicly available
upon the publication of this work.

4.1. Main Results

Comparison with ADA methods on standard datasets.
Results on Office-Home using 5% budget is listed in Tab. 1.
Among the active selection criteria, uncertainty-based crite-
ria (e.g., ENT and MAR) generally obtain higher accuracies
than representativeness-based criteria (e.g., CoreSet), indi-
cating that it is inefficient to select target data that are well-
aligned with the source domain. When the semi-supervised
solver MME [26] is used, the performance gaps among
these criteria become smaller. With either strategy, our pro-
posed LAS consistently obtains the best scores, showing
that it can select more informative target samples. Table 2
lists the results using 10%-budget. When using fine-tuning
or CDAC [15], LAS obtains better accuracies than other ac-
tive selection criteria. Compared with the recent LAMDA
method, our LAS w/ LAA as a unified solution boosts the
accuracy by +2.3%. LAS w/ RAA is slightly better.

Table. 3 shows results on Office-31 using 5%-budget.
When fixing the adaptation method as fine-tuning, MME
or CDAC, LAS consistently performs better than other ac-
tive selection criteria. When fixing the active selection
method as LAS, the proposed RAA/LAA performs bet-
ter than MME, MCC [9], and CDAC. Table 5 lists results
on VisDA using 10%-budget. LAS w/ LAA outperforms

Table 4: Accuracies (%) on Office-Home RSUT using
10%-budget. (†Using importance sampling)

AL DA C�P C�R P�C P�R R�C R�P Avg.

S3VAADA VAADA 73.0 63.0 50.7 69.6 52.6 78.3 64.5
TQS DANN† 67.6 61.4 54.8 74.7 53.6 77.6 64.9
LAMDA DANN† 81.2 75.7 64.1 81.6 65.1 87.2 75.8

LAS

DANN 80.2 69.4 58.4 76.9 60.8 85.3 71.8
MME 75.6 68.9 56.6 76.9 57.9 87.2 70.5
MCC 82.3 72.0 62.6 81.2 65.9 88.3 75.4
CDAC 79.6 71.9 62.1 81.4 63.7 85.6 74.1
RAA 83.8 73.6 64.0 82.6 65.2 88.6 76.3
LAA 83.2 77.2 63.8 83.0 65.4 88.1 76.8

Table 5: Accuracies (%) on VisDA and DomainNet using
10%-budget. (†Using importance sampling)

AL DA VisDA DomainNet
R�C C�S S�P C�Q Avg.

TQS DANN† 87.7 59.3 50.9 52.4 41.5 51.0
LAMDA DANN† 91.8 65.3 56.1 58.1 48.3 57.0

DANN 91.3 62.1 53.1 53.1 42.4 52.7
MME 92.2 65.9 54.1 55.9 42.9 54.7
RAA 93.0 70.3 58.1 60.3 48.9 59.4LAS

LAA 93.1 69.4 57.5 59.9 49.1 59.0

LAMDA by +1.3%.

Comparison with ADA methods on label-shifted
datasets. Since label distribution mismatch between source
and target domains raises a critical issue in ADA, we
compare with the LAMDA [8] devised to address this is-
sue on label-shifted datasets. Following their settings, we
use 10%-budget. Tables 4,5 list the comparison results.
LAMDA applies importance sampling on source data to
match the label distribution of source and target domains.
This is particularly useful to domain adversarial methods
like DANN. Our RAA/LAA belong to self-training meth-
ods. We use Class Balancing Rejection to create class-
balanced training data. Given LAS, RAA/LAA achieve
higher accuracies than other adaptation methods. The full
LAS w/ LAA method improves over LAMDA by +1%.

4.2. Analysis on LAS

Uncertainty measures in LAS. LAS discovers uncertain
regions with the LI score. To analyze its properties, we re-
place the LI score in LAS with other uncertainty measures
while keeping the same diverse sampling procedure. Com-
parison measures include prediction margin, entropy, pre-
diction confidence and NAU score[37]. Fig. 4a and Fig. 4b
plots the performances under different oversampling rate
M . From the figure, using a large M is beneficial to all un-
certainty measures, indicating the necessity to balance be-
tween uncertainty and diversity. CLUE and BADGE are
also hybrid methods, but use a different way to LAS. CLUE
runs a clustering on all target samples based on entropy
weighted distances, and BADGE runs a clustering on all
target samples based on the gradient embeddings. Both of
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Figure 2: (a-d) t-SNE visualization of target features on Office-31 W→A. Samples are colored according to their normalized
uncertainty scores, where red indicates large values and blue indicates small values. The top 10% samples with highest scores
are marked with black boarders. (e) Histogram of target samples by normalized scores.
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Figure 3: Zoomed in t-SNE visualization of target features
and histograms on Office-31 W→A for LI. The smooth-
ing in Eq. 2 removes some outliers (e.g., samples annotated
with yellow arrows).

them rely on the entire target data. In contrast, LAS fo-
cuses on some local uncertain regions, and involves only
about 12% target data in our experiments. When M ≥ 10,
LAS and its variants surpass CLUE and BADGE on the two
tasks. In Fig. 4c when M = 10, LI leads to the best scores
on Office-Home and Office-31. Fig. 4d studies the parame-
ter sensitivity on K and M in LAS. Performances are close
in the proximal of optimal values.

Advantages of LAS over other criteria. To better show
the advantage of LAS over other active learning criteria,
Fig. 5 plots the accuracies under different labeling bud-
gets and domain adaptation methods. In the left figure,
LAS consistently achieves better or comparable accuracies
than other criteria with both fine-tuning and MME. The im-
provement is more significant when the labeling budget is
small. The center figure plots the accuracy curves using
5%-budget. LAS outperforms other criteria through train-
ing process. In the right figure, no matter which DA strategy
is used, LAS obtains the best scores.

To further analyze the difference between these uncer-
tainty measures, Fig. 2 visualizes the target features on
Office-31 W→A. We normalize all uncertainty scores to
[0, 1] and color each point accordingly. Meanwhile, the
top 10% samples with highest scores are marked with black
boarders. Entropy and margin do not consider the local-
context. Thus they tend to include some outliers as shown
in Fig. 2a and Fig. 2b. NAU is defined as NAU = NP×NA,
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Figure 4: (a,b) Replacing LI score in LAS with different
uncertainty criteria; (c) comparison results when M = 10;
(d) varying K and M in LAS on Office-Home.

where NP is the entropy of class distribution among neigh-
boring samples and NA is the average similarity between a
sample and its neighbors. Since the number of neighbors is
limited, NP has discrete values and tend to be small. Shown
in Fig. 2c and Fig. 2e, the majority target data have small
NAU scores. In contrast, uncertainty samples tend to have
large LI scores and are more gathered. A peak around 0.8
can be observed in the histogram of LI. This also explains
why a diverse sampling is important for LI. In the zoomed
visualization of Fig. 3, we can see that the smoothing in LI
helps as it can remove some outliers.

4.3. Analysis on RAA/LAA

Effects of Class Balancing Rejection (CBR). To handle is-
sues from label distribution shift, an effective way is to cre-
ate a class balanced training set. We realize this through us-
ing different rejection probabilities for target samples from
major or minor classes when creating the anchor setA. Fig-
ure 6 visualizes the ratio of samples per class among A. As
can be seen,A is dominated by major classes without using
CBR. In contrast, the ratio of samples from minor classes
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Figure 5: Analysis on Office-Home. (Left) varying labeling budget; (Center) accuracy curves using 5%-budget; (Right)
combining AL criteria with different DA strategies using 5%-budget.

0 10 20 30
epoch

0

20

40

60

80

100

R
at

io
 (%

)

(a) w/o CBR

0 10 20 30
epoch

0

20

40

60

80

100

R
at

io
 (%

)

(b) w/ CBR

Figure 6: Effects of Class Balancing Rejection (CBR) in
LAA on the ratio of samples per class amongA. (Averaged
over six tasks on Office-Home RSUT. For better visualiza-
tion, only 15 major and 15 minor classes are included.)

increases when CBR is used. This helps to train each class
in a more balanced manner, as evident from +1.0% increase
in per-class average accuracy in Tab. 6
When local context-aware augmentation matters? Pre-
vious results validate the effectiveness of progressive an-
chor set augmentation. In terms of the two strategies, ran-
dom (RAA) and local context-aware (LAA), there is a trade-
off in exploitation and exploration. RAA can include tar-
get samples that are distant to the queried data. However,
confident samples may be misclassified due to domain dis-
tribution shift. To illustrate the situation when local con-
text matters, we manually increase domain gap by adding
noises to the latent features. Given a pretrained ResNet,
we first obtain the class prototypes {pc} of source data.
Then for each class c, we generate a random displacement
ξc ≜

∑
i ri(pi − pc), where ri ∼ U(−u, u), and apply it

to the entire source data of Class-c before making predic-
tions. Target data are unmodified. It effectively increases
the domain gap, while preserving the source domain seman-
tic structure. Fig. 7 plots the comparison results. The ben-
efit of local context-aware augmentation is more significant
when u is large where source and target domains have a
large gap. The performance of RAA drops much faster due
to the inclusion of false confident target samples.
Ablation studies on components of LADA. Table 6
presents ablation studies on each component of LADA. Im-
provements in the second row over the first row indicate that
it is critical to select a diverse subset in LAS. With anchor
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Figure 7: Increasing domain gap by adding a random dis-
placement to source data. (left) DomainNet R→C; (right)
four DomainNet tasks with different u.

Table 6: Ablation studies on Office-Home using 5%-budget
and Office-Home RSUT using 10%-budget. Div-Sel: select
a diverse subset in LAS; A-Aug: augment A with confi-
dent neighbors; CBR: class balancing rejection. (†Per-class
average accuracy.)

Div-Sel A-Aug RandAug CBR OH OH-RSUT

72.6 70.6 70.3†

✓ 75.3 73.2 72.5†

✓ ✓ 77.9 75.5 74.2†

✓ ✓ ✓ 79.5 75.6 74.5†

✓ ✓ ✓ 79.6 76.2 74.3†

✓ ✓ ✓ ✓ 80.0 76.8 75.3†

set augmentation, the accuracies are increased by +2.6% on
Office-Home and +2.3% on Office-Home RSUT. This ver-
ifies that fine-tuning model on only queried data is ineffec-
tive. Using RandAug to create mixed images lead to fur-
ther gains. To show the effectiveness of Class Balancing
rejection, we report per-class average accuracies on Office-
Home RSUT, where it is boosted by +1.0% in the last row.

5. Conclusion

In this paper, we advocate to utilize the local context of
queried data for active domain adaptation. We propose a
local context-aware active selection method based on the
local inconsistency of model predictions. It consistently se-
lects more informative samples than previous criteria. Then
we propose a progressive anchor set augmentation mod-
ule to mitigate issues from small labeling budgets. It uti-
lizes queried data and their expanded neighbors to refine the
model. Extensive experiments validate that our full method,
named LADA (Local context-aware Active Domain Adap-
tation), surpasses state-of-the-art ADA solutions.
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