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Abstract

We present DINAR, an approach for creating realistic rigged fullbody avatars from single RGB images. Similarly to previous works, our method uses neural textures combined with the SMPL-X body model to achieve photorealistic quality of avatars while keeping them easy to animate and fast to infer. To restore the texture, we use a latent diffusion model and show how such model can be trained in the neural texture space. The use of the diffusion model allows us to realistically reconstruct large unseen regions such as the back of a person given the frontal view. The models in our pipeline are trained using 2D images and videos only. In the experiments, our approach achieves state-of-the-art rendering quality and good generalization to new poses and viewpoints. In particular, the approach improves state-of-the-art on the SnapshotPeople public benchmark.

1. Introduction

The use of fullbody avatars in the virtual and augmented reality applications [34] is one of the drivers behind the recent surge of interest in fullbody photorealistic avatars [42, 4, 40]. Apart from the realism and fidelity of avatars, the ease of acquisition of new personalized avatars is of paramount importance. Towards this end, several works propose methods to restore 3D textured model of a human from a single image [48, 49, 19, 4] but such models require additional efforts to produce rigging for animation. The use of additional rigging methods significantly complicates the process of obtaining an avatar and often restricts the poses that can be handled. At the same time, some of the recent methods use textured parametric models of human body [56, 28] while applying inpainting in the texture space. Current texture-based methods, however, lack photorealism and rendering quality.

An alternative to using classical RGB textures directly is to use deferred neural rendering [53]. Such approaches make it possible to create human avatars controlled by the parametric model [29, 40]. The resulting avatars are more photo-realistic and easier to animate. However, existing approaches require a video sequence to create an avatar [41]. The StylePeople system [16], which is also based on deferred neural rendering and parametric model, provides an opportunity to create avatars from single images, however the quality of rendering for unobserved body parts is low.

We propose a new method to create photo-realistic animatable human avatars from a single photo. To make the avatars animatable we leverage neural texture approach [53] along with the SMPL-X parametric body model [40]. We propose a new architecture for generating the neural textures, in which the texture comprises both the RGB part explicitly extracted from the input photograph by warping and additional neural channels obtained by mapping the image to a latent vector space and decoding the result into the texture space. As is customary with neural rendering [53, 16, 41], the texture generation is trained in an end-to-end fashion with the rendering network.

To restore the neural texture for unobserved parts of the human body we develop a diffusion model [22]. This approach allows us to obtain photo-realistic human avatars from single images. In the presence of multiple images, we can merge neural textures corresponding to different images while restoring parts that are still missing by diffusion-based inpainting. The use of diffusion for inpainting distinguishes our approach from several previous works [28, 20, 17] including StylePeople [16] that rely on generative adversarial framework [15] to perform inpainting of human body textures. As in other image domains [10, 47], we found that the use of diffusion alleviates problems with mode collapse and allows to obtain plausible samples from complex multi-modal distributions. To the best of our knowledge, we are the first to extend the diffusion models to the task of generating human body textures.
Figure 1: **Animations of one-shot avatars.** We generate avatars of previously unseen people from single images and animate the avatars by changing their SMPL-X poses. Our model produces plausible results for new poses and views, even for complex and loose garments like skirts and can handle complex poses (such as hands near the body) gracefully.

To sum up, our contributions are as follows:

- We propose a new approach for modeling human avatars based on neural textures that combine the RGB and the latent components.
- We adapt the diffusion framework for neural textures and demonstrate that it is capable of inpainting such textures.
- We demonstrate the ability of our system to build realistic animatable avatars from a single photograph.

The proposed approach allows us to obtain a photorealistic animatable person’s avatar from a single image. Specifically, when the input photograph is taken from the front, we observe that the person’s back is restored in a consistent photo-realistic manner. We demonstrate the effectiveness and accuracy of our approach on real-world images from SnapshotPeople [3] public benchmark and images of people in natural poses.

2. Related work

**Full body human avatar.** Many avatar systems are based on parametric human body models, of which the most popular are the SMPL [29] body model as well as the SMPL-X model [40] which augments SMPL with facial expressions and hand articulations. Such models represent human body without garments or hair. Approaches based on deferred neural rendering (DNR) [53] or neural radiance fields (NeRF) [33] can be used to add clothing and perform photo-realistic rendering. DNR uses a multi-channel trainable neural texture and a rendering convolutional network to render the resulting avatars in a realistic way [41, 16]. It makes it easier to animate the resulting avatar. NeRF uses sampling along a ray in implicit space for rendering and allows one to extract accurate and consistent geometry [48, 23, 4].

**Video full body avatar.** The parametric SMPL model is used to obtain a photo-realistic human avatar from a monocular video [2, 3, 54, 41]. The use of a video enables the creation of high-quality avatars due to the large amount of input information. However, the applicability of such approaches is limited by the difficulty of obtaining such videos.

A number of techniques [41, 16, 27] use neural textures to simulate out-of-mesh details in order to create avatars from monocular video. For a more temporally consistent representation of loose clothing, some methods [60, 2, 3] use vertex displacements in addition to the texture. The highest photorealism and temporal consistency in the video avatar task are currently achieved by NeRF-based methods [38, 54, 24]. Such methods use SMPL to translate an avatar to the implicit canonical space. Then render it by integrating along rays from a camera.

**One-shot full body avatar.** One-shot avatar approaches reconstruct human body avatars from a single image. Early works achieved this by inpainting partial RGB textures [56, 28]. These approaches did not allow realistic modeling of avatars with clothing. More recent works on one-shot body modeling relied on implicit geometry and radiance models, which predict occupancy and color with the multi-layer perceptron conditioned on feature vectors extracted from the input image [48, 4, 19]. While this line of work often man-
Figure 2: Overview of our neural texture avatar pipeline: Given an RGB image and the corresponding SMPL-X model as input, we use a UV-map to sample the RGB texture. Using an encoder and a StyleGAN2 generator, we convert the input image into a neural texture. We rasterize SMPL-X with concatenation of the neural and RGB textures and translate it to the RGB+mask output using the rendering network. The inpainting block replaces missing texture fragments and is described in detail in Section 3.3.

Diffusion models. Diffusion models \([51]\) are probabilistic models for learning the distribution of \(p(x)\) by gradual denoising of a normally distributed variable. Such denoising corresponds to learning the inverse process for a fixed Markov chain of length \(T\). The most successful models for image generation \([10, 22, 43]\) use the reweighted variant of the variational lower bound on \(p(x)\). These models can also be interpreted as denoising autoencoders \(\epsilon_{\omega}(x_t, t); t = 1, ..., T\) with shared weights. These autoencoders learn to predict \(x_{t-1}\) with reduced noise level over \(x_t\). In \([22]\) was demonstrated that such denoising models can be trained with a simplified loss function:

\[
L_{DM} = \mathbb{E}_{x, \epsilon \sim \mathcal{N}(0, 1), t}[\|\epsilon - \epsilon_{\omega}(x_t, t)\|^2_2],
\]

where \(t\) is uniformly sampled from \(\{1, ..., T\}\). Our work builds on recent advances in inpainting with diffusion models \([46, 31, 44]\). In particular, we use latent diffusion \([43]\) in our approach, which has been shown to be effective in inpainting of RGB images.

3. Method

Our approach has two components: the avatar generation model and the inpainting model. The scheme of our avatar generation model is presented in Fig. 2. The model reconstructs the neural texture from the input image using two pathways and then uses the texturing operation as well as the neural rendering to synthesize images of the avatar. Then we train the inpainting model based on the denoising diffusion probabilistic model (DDPM) \([22]\) on top of the pretrained avatar generation model. This model is used to restore body areas unrepresented in the input image.

3.1. Avatar generation model

Our approach creates a 3D rigged avatars of clothed human using several neural networks and the texturing modules trained together in the end-to-end fashion. The overall architecture takes as input an RGB image and a parametric SMPL-X \([37]\) body model. During training, we fit SMPL-X models to the train images using an implementation of SMPLifyX \([37]\) approach with an additional segmentation loss that allows us to match human silhouettes better.
In more detail, we use an SMPL-X fixed-topology mesh \( M(p, s) \), driven by sets of pose parameters \( p \) and shape parameters \( s \). Here the pose parameters \( p \) are used to rig the mesh. Information about person appearance is stored in the \( L \)-channeled neural texture \( T \). One-to-one correspondence between the mesh \( M \) and the texture \( T \) is set as a UV-map. For SMPL-X, we employ a customized UV-map with a front cut to avoid difficult to inpaint back-view seams. For the mapping of texture \( T \) to the output image we use the rasterizer \( R(T, M, C_\text{target}) \) depending on the mesh \( M \) and target camera position \( C_\text{target} \). As result, the rasterizer \( R \) produces an image of size \( H \times W \times L \). Where \( H \) and \( W \) determine the output image size and \( L \) is the texture features size.

We set parameters of the rasterizer \( R \) so that \( H \) and \( W \) correspond to the height and width of the input RGB image \( I_{\text{rgb}} \). In this case, we can use UV not only to map feature vectors from the neural texture \( T \), but also to sample color values from the input image \( I_{\text{rgb}} \) into the texture space: \( T_{\text{rgb}} \). We transfer the color value from \( I_{\text{rgb}} \) to the texture \( T_{\text{rgb}} \) point specified by the UV-map. This RGB texture allows us to explicitly save information about high-frequency details and original colors, which are hard to preserve when mapping the whole image to a vector of limited dimensionality (as discussed below). We additionally apply inpainting of small gaps with averaging neighbor pixels to fill the gaps in \( T_{\text{rgb}} \). We also save the binary map of sampled pixels to the \( B_{\text{smp}} \) and the map of the sampled and inpainted pixels to the \( B_{\text{fill}} \).

The main part of the neural texture is \( T_{\text{gen}} \). It has the number of channels \( L = 16 \) and is generated using the encoder-generator architecture \( T_{\text{gen}} = G(E(I_{\text{rgb}})) \). The encoder \( E \) is based on the StyleGAN2 [25] discriminator architecture and compresses the input image \( I_{\text{rgb}} \) to a vector of dimension 512. The generator \( G \) has the architecture of the StyleGAN2 generator and converts the vector into a \( T_{\text{gen}} \) neural texture with the number of channels \( L = 16 \) as in StylePeople [16].

The final neural texture used in our method has a dimension of \( 256 \times 256 \times 21 \) and consists of the concatenation of: the generated texture \( T_{\text{gen}} (256 \times 256 \times 16) \), the texture \( T_{\text{rgb}} \) sampled from the RGB image \( (256 \times 256 \times 3) \) and the two binary segmentation maps \( (B_{\text{smp}} \text{ and } B_{\text{fill}}) \):

\[
T = T_{\text{gen}} \oplus T_{\text{rgb}} \oplus B_{\text{smp}} \oplus B_{\text{fill}}. \quad (2)
\]

We note that such an approach with the explicit use of RGB channels as part of the texture was originally used in [53].

We use the neural renderer \( \theta(R(T, M, C_\text{target})) \) to translate the rasterized image with \( L + 3 + 1 + 1 \) channels into \( I_{\text{rend}} \) output RGB image. Neural renderer \( \theta \) has a U-Net [45] architecture with ResNet [18] blocks. We train the renderer \( \theta \) jointly with the neural texture encoder \( E \) and generator \( G \). Thus, rendering an avatar with a texture \( T \) (Eq. 2) in a new pose \( p_{\text{target}} \) has the following form:

\[
I_{\text{rend}} = \theta(R(T, M(p_{\text{target}}, s), C_\text{target})) \quad (3)
\]

During training, we minimize the following losses: the difference loss \( L_2 \) and the perceptual loss \( L_{PIPS} \) [58] between the rendered \( I_{\text{rend}} \) and ground truth \( I_{\text{GT}} \) images; the Dice loss [52] between the ground truth and the predicted segmentation masks. We calculate \( L_2 \) and \( L_{PIPS} \) for the entire image and additionally with a weight of 0.1 for the area with a face, since it has been demonstrated in [13] that the face is very important for human perception. Additionally, we use an adversarial loss to make \( I_{\text{rend}} \) look more realistic and sharp. We use nonsaturating adversarial loss \( \text{Adv} \) [15] with the StyleGAN2 discriminator \( D \) with R1-regularization [32]. The overall loss thus has the following form:

\[
\text{Loss} = \lambda_1 \cdot L_2 + \lambda_2 \cdot L_{PIPS} + \lambda_3 \cdot \text{Dice} + \lambda_4 \cdot \text{Adv} + \lambda_5 \cdot R1_{\text{reg}}. \quad (4)
\]

We describe the choice of hyperparameters \( \lambda_{1,...,5} \) in Section 4.

Our training is performed on multi-view image sets such as sets of frames of the video (or such as sets of renders of 3D models). The training data and network training details are discussed in Section 4. During training, in each case we take two different frames from the same set, one as the input image \( I_{\text{rgb}} \) and the other as the target image \( I_{\text{GT}} \) (the two thus having different camera parameters as well as two different body pose parameters). This is essential for the pipeline to generalize to new camera positions \( C \) and poses \( p \). To accomplish that, the renderer and the texture generation modules learn to inpaint small fragments unseen in \( I_{\text{rgb}} \).

### 3.2. Texture merging

While the texture generator and the renderer learn to compensate for the small amount of the unseen surfaces that may be present in the target view, we have found that such ability is limited to small changes in body pose and/or camera parameters.

The easiest way to obtain an avatar that can be rendered from arbitrary angles is to create it from several images by merging the corresponding neural textures. For that we can use a simple blending scheme (Fig. 3). Specifically, assume the \( N \) input images \( I_{\text{rgb}} \) from different view points are given that result in \( N \) neural textures \( T^i \). These textures naturally cover different areas of the body visible in different input images. To combine these textures, we define the function \( F(T^1,...,T^N, \lambda^1,...,\lambda^N) \) shown in Fig. 3. The \( \lambda^i \) is auxiliary information about the visible in \( I_{\text{rgb}}^i \) part of the texture.
As auxiliary information $\lambda^i$ we use the angles between the normal vectors of corresponding point of the mesh $M^i$ and direction vector of the camera. Thus $\lambda^i$ defines how frontal each texture point is to the camera. We perform texture merging utilizing this information, emphasizing the more frontal pixels for each $T^i$. We aggregate textures $T^i$ using weighted average with weights calculated as $\bar{w} = softmax(\frac{\lambda}{\tau})$. The $\tau$ factor controls the sharpness of edges at the junction of merged textures. The final texture is calculated as:

$$ T = F(T^1...T^N, \lambda^1...\lambda^N) = \sum_{i=1}^{N} T^i \cdot w^i. \quad (5) $$

This technique allows us to get few-shot avatars by merging one-shot avatars for different views. More sophisticated blending schemes such as pyramid blending [36] or Poisson blending [39] can be also used.

3.3. The inpainting model

As the final piece of our approach, we train a network that can create complete neural textures from a single photographs. We do that using supervised learning, where we use the incomplete textures based on single photographs as inputs and the combined textures aggregated from multiple views as ground truth.

Since the distribution of plausible (“correct”) complete textures given the input partial texture is usually highly complex and multi-modal, we use the denoising diffusion probabilistic model (DDPM) framework [22] and train a denoising network instead of the direct mapping from the input to the output.

Reducing texture space. As described above, in our experiments the neural texture $T$ has a resolution of $256 \times 256 \times 21$. This leads to a huge memory requirements during the diffusion model training. In order to reduce memory consumption and improve the network convergence, we first reduce the neural texture size using VQGAN autoencoder [12] analogously to the reduction of an RGB image size performed in [43]. As demonstrated in Fig. 2 VQGAN is added as an alternative branch for the input of the renderer $\theta$. After the pretraining of VQGAN, the pipeline is finetuned end-to-end in order to adapt the renderer to VQGAN decompression artifacts in the neural texture $T_{res}$.

We use several loss functions to train the VQGAN autoencoder to more accurately restore neural textures. To improve the visual quality of the avatar after texture decompression, we use the loss functions in the RGB space. We render the avatar as described in (3) with the restored texture $T$ and optimize the loss function (4). Also, we use an additional L2 loss in texture space $\|T - T_{res}\|^2_2$ for additional regularization and preservation of neural texture properties for all views.

Texture inpainting. After adding the VQGAN branch to the pipeline, we train the DDPM model in its latent space. Thus, the diffusion model is applied to $T^j_0 = E_{VQ}(T^j)$ with size $64 \times 64 \times 3$, obtained after the compression of the single-view based texture $T^j$ by the VQGAN encoder $E_{VQ}$. Index $j$ in our experiments corresponds to the front view. Following [43] we train DDPM using a U-Net architecture with attention. We condition the denoising model with $T^j_0 \oplus b(B^j_{init})$, where $b$ is a bilinear resize to the spatial size of $T^j_0$. As the input to the model, we feed in the concatenation of the condition and the compressed merged texture $T_c$ corrupted with normally-distributed noise corresponding to the diffusion timestep $t$. The U-Net architecture thus trains to denoise the input $T_c$ by minimizing the loss (1). This allows $T_c$ to be iteratively derived from pure Gaussian noise during conditional inference.

As mentioned above, we train diffusion inpainting (Fig. 5) using the merged textures (section 3.2) as ground truth. Here, we generate textures from a dataset of 3D human
Figure 5: Texture inpainting: a) In the training step, we reduce the size of the ground truth and partial (b) neural textures using the VQGAN encoder. c) At train U-Net learns to remove noise from Ground truth texture for a given step $t$. At inference, we iteratively apply $M$ steps of denoising to sample the image. d) The sampled texture is transformed to the original size by the VQGAN decoder.

scans. Multi-view dataset of people photographs with good angle coverage could be used as training data as well, and we chose to use the scan render dataset solely because of its availability to us. The training dataset is discussed in section 4.

3.4. Inference

We perform inference in two stages. To get an animated avatar from a photo, we first get a partial texture from the input image, and then we inpaint it with the DDPM model.

To create the partial texture $T^j$ we inference the model shown in Figure 2 with input image $I^{j}_{rgb}$. We also apply several techniques to improve avatar quality in the inference stage. To enhance the texture details in the visible part, we perform a few optimization steps of RGB channels with gradients from the differentiable renderer for the input image. To reduce the impact of SMPL-X fitting imperfections, we detect areas of human self-occlusion in the input image (Section 3.5) and do not sample the texture along the overlap outline. The restoration of these areas are left for the inpainting process described below.

During the inpainting stage the DDPM restores the whole texture $T_c$ from the noise conditioned on the partial texture. To do this, we perform $M$ denoising steps starting with pure noise as shown in Figure 5. We then transform $T_c$ into the restored full-size texture $T_{res}$ using the VQGAN decoder $D_{VQ}$. To retain all the details from the input view, we then merge the restored texture with the input texture $T^j$ using the $B^{j}_{fill}$ mask:

$$T = T_{res} \cdot (1 - B^{j}_{fill}) + T^j \cdot B^{j}_{fill}$$

The resulting texture has all the details visible in the $I^{j}_{rgb}$ image, while the parts of a person invisible on $I^{j}_{rgb}$ are restored by the DDPM in the VQGAN latent space. An avatar with a texture $T$ obtained in this way can be rendered from new view points and in new poses.

3.5. Addressing proxy-geometry imperfections

We have found that due to imperfect SMPL-X meshes, pixels are wrongly sampled from one body part to another at the self-occluded areas (e.g. hands in front of the body). This results in implausible renderings (Fig. 7 (b, c)).

To address this issue, we do not sample the RGB texture along the outline of such overlapping body parts. We employ rasterization with a colormap as a texture to find overlapping regions (Fig. 4). We assigned each limb in the colormap a separate color and made the transition between them smooth using a color gradient. This enables us to avoid having seams in the rasterization. We detect edges in the colormap rasterization with Canny algorithm [8]. We then determine a person’s contours employing binarized SMPL-X rasterization. By taking the contours out of edges, we obtain an occlusion map. We use the resulting occlusion map to mask out areas in the UV-render. This enables us to rely on inpainting in later pipeline steps rather than sampling pixels in overlapped areas.

4. Experiments

4.1. Implementation details

Now we present implementation details and hyperparameters values. Our model is trained on RGB images at the $512 \times 512$ resolution. First, we train the generator and the renderer with the next losses: the L2 loss, the LPIPS loss, the Dice loss [52] and the adversarial nonsaturating loss [15] with R1 regularization [32]. We use a weighted
sum of losses with the following weights. L2 loss with $\lambda_1 = 2.2$; LPIPS loss with $\lambda_2 = 1.0$; Dice loss with $\lambda_3 = 1.0$; Adversarial loss with $\lambda_4 = 0.01$. We use the lazy regularization R1 as proposed in [25] every 16 iterations with the weight $\lambda_5 = 0.1$. To calculate LPIPS, we take a random $256 \times 256$ crop of the $512 \times 512$ images. We train the generator and the renderer end-to-end for 100,000 steps using the ADAM optimizer [26] with $2e^{-3}$ learning rate and the batch size of four.

Then we train VQGAN to compress neural textures to $6 \times 64 \times 64$ tensors consisting of vectors of length six from a trainable dictionary with 8192 elements. We first train only the VQGAN branch for 300,000 steps. Then we finetune the pipeline end-to-end for additional 20,000 steps to reduce the renderer artifacts when processing neural textures after VQGAN. After that, we train the diffusion probabilistic model to restore missing parts of the texture. We use the U-Net architecture with the BigGAN [7] residual blocks for up- and downsampling and with attention layers on three levels of its feature hierarchy. To additionally prevent overfitting, we use dropout with a probability of 0.5 in the residual blocks. We train the diffusion model for 50,000 iterations with AdamW optimizer [30] with a batch size of 128 and a learning rate of $1.0e^{-6}$.

### 4.2. Datasets

To train our pipeline we used only 2D images obtained by rendering Texel [1] dataset. We pretrained the neural texture generator and the neural renderer using 2D images of 13,000 people in diverse poses. We have noticed that diverse poses are crucial to train realistically animatable avatars. For each image, we obtained a segmentation mask using Graphonomy [14] segmentation and fit the SMPL-X parametric model using SMPLify-X [37]. We also used a segmentation Dice loss [52] to improve the body shape of fitted SMPL-X.

To train VQGAN and the diffusion model, we used renders from Texel dataset. We acquired 3333 human scans from the Texel dataset. They are people in different clothing with various body shapes, skin tones and genders. We rendered each scan from 8 different views to get a multi-view dataset. We also augmented the renders with camera angle changes and color shifts. Thus, for each person in the dataset, we got 72 images. Note that any images from different views are suitable for training the model, not necessarily obtained from 3D scans.

We qualitatively evaluate our avatars and their animations on AzurePeople [5] dataset (Fig. 1). This dataset contains

---

**Figure 6:** Qualitative comparison on the SnapshotPeople benchmark. We compare our method with state-of-the-art approaches for creating avatars: PIFu, PHORHUM, ARCH, ARCH++, StylePeople. For each method, we show a front view and a back view to evaluate the quality of back reconstruction. Results for PHORHUM, ARCH and ARCH++ provided by the authors and registered with ground truth images.
Table 1: **Metrics comparison on the SnapshotPeople benchmark.** We compared our method not only with other parametric model based approaches (StylePeople), but also with approaches that restore geometry and require using additional methods for rigging (PIFu, Phorhum) or restore geometry in the canonical pose (ARCH, ARCH++).

Table 2: **Quantitative ablation study.** Metrics were measured for images of 15 people with diverse poses and view points.

4.3. Quantitative results

To numerically evaluate our avatars, we report several metrics (Table 1). For clarity, the table is divided into three sections: PIFu [48], PHORHUM [4] - require additional rigging; ARCH [23], ARCH++ [20] - restore geometry in the canonical space; StylePeople [16], DINAR (Ours) - utilize a parametric human model and therefore can be animated without additional procedures. We measured reference-based metrics in the front view avatars for the SnapshotPeople public benchmark, namely: Multi-scale structural similarity (MS-SSIM ↑), Peak signal-to-noise ratio (PSNR ↑), Learned Perceptual Image Patch Similarity (LPIPS ↓) [59]. We found that our method works on par with non-rigged methods.

To evaluate the quality of the back view (and thus the ability to generalize to new views), we report Kernel Inception distance (KID ↓) [6] measurements. This metric allows one to evaluate generated images quality and is more suitable for small amounts of data than FID [21]. Our approach results in the highest KID value compared to other methods. To assess identity preservation we measured re-identification score (ReID ↓) based on FlipReID [35] model for human re-identification. Our method shows the best results in person’s identity preserving between front and back views. To additionally validate the quality of the textures and to measure structural similarity in cases with unaligned ground truth images we measured Deep Image Structure Similarity and Texture Similarity (DISTS ↓) [11]. We provide measurements for front view and back view in the table. Our method produce the most naturally looking avatars from both views.

4.4. Qualitative Results

Metric value does not always correlate well with human perception. In Fig 6, we show the qualitative results of our method in comparison with other one-shot avatars methods: PIFu, PHORHUM, ARCH, ARCH++ and StylePeople. The figure shows both front and back views of the avatars. Additional comparisons are shown in Supplementary materials, including results on the THuman2.0 dataset [57].

Overall, our method realistically reconstructs the texture of clothing fabrics on the back (e.g. pleats on pants), which boosts the realism of the renders. Using the whole information from the given image allows us not to copy unwanted patterns from front to back (as is commonly done by the pixel-aligned methods while recovering the texture for the back). Using sampled RGB texture as an addition to a neural texture allows us to achieve photo-realistic facial details and preserve high frequency details. We note that PIFu accurately reproduces the color of the avatar and restores the geometry well. However, it does not preserve high-frequency details, which is why avatars suffer from a lack of photo-realism. PHORHUM generates highly photo-realistic avatars but often suffers from color shifts. Another methodological shortcoming of this approach is the absence of a human body prior. Therefore, the model can be overfitted on training dataset’s human poses, which may lead to incorrect work with unseen poses. Avatars generated by
Figure 7: **Ablation study.** b) Avatars without DDPM inpainting are prone to artifacts and lack of realism. c) Disabling the occlusions detector leads to artifacts due to sampling errors at the edge of the overlapped areas. d) Disabling RGB finetuning results in less high-frequency detail and worse color matching. e) The best result is achieved by using all the steps of the pipeline.

Figure 8: **Texture ablation study.** a) RGB texture; b) Neural texture; c) Both textures.

ARCH contain strong color artifacts and suffer from geometry restoration errors. ARCH++ significantly improves geometry and color quality for the frontal view, but the back view still suffers from color shift and artifacts. StylePeople is based on a parametric human model and can be easily animated without the use of third party methods or additional rigging. However, the coverage of the latent space of their model is limited, which leads to overfitting and poor generalization to unseen people, when performing inference based on a single view.

5. **Ablation study**

We quantitatively (Table 2) and qualitatively (Fig. 7, 8) ablate texture choice and the proposed method steps. For this, we used 15 images from AzurePeople [5] with diverse poses and view points. Eight people’s input images from the front view point, and seven from the back view point.

We have studied the efficiency of using RGB and neural channels in the texture for the one-shot avatar task. We found that using both kinds of channels results in better metrics than using them separately. We also studied the impact of using a DDPM inpainting model (Section 3.3) on the final metrics. In scenarios without a model for Inpainting, the renderer takes over this function. The Occlusion detection step is used to remove RGB texture sampling errors caused by SMPL-X inaccuracy and is described in section 3.5. The final step in the ablation study is RGB channels fine-tuning on the input image for a few steps (Section 3.4).

The best metrics are achieved using all the steps of the proposed approach. We also provide a visual comparison of the various steps of the ablation study in the Figure 7.

Figure 8 (a) illustrates how the renderer is unable to obtain information about the out-of-mesh details while using only the RGB texture. This leads to artifacts around the avatar in new poses. In turn, the use of only neural channels leads to the loss of high-frequency information (Fig. 8 (b)). Using both types of textures allows us to pass information about out-of-mesh elements to the renderer and preserve high-frequency details (Fig. 8 (c)).

6. **Conclusion**

We have presented a new approach for modeling human avatars based on neural textures that combines the RGB and the latent components. The RGB components are used to preserve the high frequency details, while the neural components add hair and clothing to the base SMPL-X mesh. Using the parametric SMPL-X model as a basis makes it easy to animate the resulting avatar. Our method restores missing texture parts using an adapted diffusion framework for inpainting such textures. Our method thus creates rigged avatars, while also improving the rendering quality of the unseen body parts when compared to modern non-rigged human model reconstruction methods.
References


[35] Xingyong Ni and Esa Rahtu. Flipreid: Closing the gap between training and inference in person re-identification. 9th European Workshop on Visual Information Processing (EU- VIP), pages 1–6, 2021. 8


