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Abstract

This research tackles the problem of generating interaction between two human actors corresponding to textual description. We claim that certain interactions, which we call asymmetric interactions, involve a relationship between an actor and a receiver, whose motions significantly differ depending on the assigned role. However, existing studies of interaction generation attempt to learn the correspondence between a single label and the motions of both actors combined, overlooking differences in individual roles. We consider a novel problem of role-aware interaction generation, where roles can be designated before generation. We translate the text of the asymmetric interactions into active and passive voice to ensure the textual context is consistent with each role. We propose a model that learns to generate motions of the designated role, which together form a mutually consistent interaction. As the model treats individual motions separately, it can be pretrained to derive knowledge from single-person motion data for more accurate interactions. Moreover, we introduce a method inspired by Permutation Invariant Training (PIT) that can automatically learn which of the two actions corresponds to an actor or a receiver without additional annotation. We further present cases where existing evaluation metrics fail to accurately assess the quality of generated interactions, and propose a novel metric, Mutual Consistency, to address such shortcomings. Experimental results demonstrate the efficacy of our method, as well as the necessity of the proposed metric. Our code is available at https://github.com/line/Human-Interaction-Generation.

1. Introduction

Modeling human motion is becoming an important element for creating high-quality 3D animation, with the rising demand in applications such as animating game characters and 3D online avatars. As human motion is complex and has a wide range of variations, animation of human characters has mostly been either hand-crafted or produced based on human actors through means such as 3D motion capture systems, both of which are generally very expensive.

In recent years, generating single human motion from language has made significant progress [37, 9, 51, 59]. Especially with the recent development of diffusion models [16, 47, 20], it has become possible to generate more faithful and diverse motions of a single character from language. When we consider multiple characters, more complex modeling is required compared to animating a single character, as their relative positions and interactions need to be taken into account, in addition to modeling individual motions. Some attempts have been made to combine two human motions and learn the correspondence between a single label and the pair of actions [29, 11]. However, viewing from the perspective of each actor, this approach is particularly problematic in interactions where there is an initiator and a receiver of an action, as there is a contradiction between the action label, which is generally in the active voice, and the receiver’s motion, which should be passive.

In this paper, we propose a role-aware interaction generation model that can designate individual roles while achieving consistency between two human motions by extending a single motion generation method based on the diffusion model [59]. We base our proposal on the insight that among interactions between two humans, there are asymmetric interactions, in which there is an actor and a receiver,
and symmetric interactions, where both human actors perform a common action, as shown in Fig. 1. In the asymmetric example, the sentence describing the interaction between two humans encompasses a relationship where one motion should be described as “whispering” in the active voice, and the other as “being whispered to” in the passive voice.

We assign appropriate textual description for each role in the interaction by providing passive and active voice languages to the corresponding motions when the interaction is asymmetric, and the same language description to both motions when the interaction is symmetric. To capture the characteristics of the different roles, we propose a model based on two Transformer units with shared parameters. We introduce a cross attention module between the two Transformers, to take into account the relationship between two human positions and motions, and to capture temporal correspondence between motions of the two roles. As the proposal handles individual motions separately, we further show that the Transformer units can be pretrained on a single-person motion data, which is a powerful prior knowledge for generating individual motions faithful to texts.

To train our model, we need to indicate which of the two humans is an actor or a receiver. To avoid introducing additional annotation costs, we propose a method that can automatically learn to differentiate the roles by adopting Permutation Invariant Training (PIT) [22], which is a commonly used technique in multi-talker speech separation tasks. We train a label-based version of our interaction generation model to separate the two roles and assign pseudo-labels for each role. Which of the pseudo-labels corresponds to an active or a passive role can be determined by simple inspection of the generated results. The obtained roles are assigned to the training data to generate interactions that conform to the textual description of each role.

We evaluate our method on the interaction subset of the NTU-RGB+D 120 [43] dataset. As the conventional evaluation metrics were insufficient to identify the flaws and inconsistency in the generated interactions, we additionally propose a novel metric, Mutual Consistency, to further assess the accuracy of interactions. The experimental results, along with the proposed metric, demonstrate that the proposed method is able to effectively generate realistic interactions between two human characters.

Overall, our contributions are as follows:

- We propose a novel role-aware interaction generation model that can assign individual roles while maintaining consistency between two human motions. For the asymmetric interactions, we translate the text into active and passive voice descriptions for the model input.
- We propose a method inspired by PIT, which automatically learns to separate interactions into motions of an actor and a receiver to reduce annotation costs.
- Experimental results, and further evaluation with our metric Mutual Consistency, show that our method can generate interactions in which two human motions are more mutually consistent and faithful to the input text than existing studies that do not consider roles.

2. Related Work

2.1. Motion Recognition

Human motion analysis has so far been mainly conducted using image-based videos [46, 7]. However, with the recent development of motion acquisition methods [14, 12, 13], skeletal motion data is attracting significant interest. Motion recognition for skeletal data is one of the topics under active research, as it allows us to focus on the motion itself, eliminating the influence of background [54, 6]. Some approaches convert the coordinates of skeletal joints into vector data [27] or two-dimensional grid data [19]. More recently, methods have been proposed to treat the connectivity of joints as a graph to be used as input for deep learning models [55, 45]. Furthermore, studies have been conducted to identify not only what actions are in the motion sequence, but also when in the sequence they take place [56].

While most research has focused on single human motion, human interaction research has also been conducted, similarly starting with videos [52, 60, 23, 41]. Since it is important to understand the intrinsic properties of each human body, as well as the relationships between multiple bodies in recognition of interactions, skeletal data has lately captured widespread attention [57, 18, 30, 35, 17, 33]. To promote research in the field, Yun et al. [57] created a relatively small scale skeletal interaction dataset. Recently, Shahroudy, et al. [43] created a large scale skeletal motion dataset, NTU-RGB+D. NTU-RGB+D contains both single person motions and interactions. Liu et al. [26] increased the number of data and classes and created NTU-RGB+D 120. Because of the scale, NTU-RGB+D and NTU-RGB+D 120 have been used as a general benchmark for interactions.

2.2. Motion Generation

Along with the aforementioned research on analysis of human motion based on skeletal data, there has also been growing interest in research aiming to generate new motion based on knowledge obtained from skeletal data analysis.

Traditionally, motion generation has been conducted by connecting the most consistent motion from various patterns [1, 3]. With the development of deep learning, learning from data is currently the mainstream option for motion generation. Various approaches have been proposed to learn to generate motion from data, including methods for generating appropriate actions given action labels [10, 36, 5], research on generating actions that match music [24, 25], and methods that focus on the periodicity of actions [48].
For generating random motion from input conditions, many works have relied on conditional Variational Autoencoders (VAE) [10, 36]. Petrovich et al. [36] used action classes as conditions to learn a latent space, from which samples of each action can be generated. The approach has been extended by conditioning the VAE to learn a joint embedding space of motion and language [37, 2]. Some studies generate motions autoregressively by learning a latent representation compressed by an Autoencoder [9, 58].

With the advent of Contrastive Language-Image Pre-Training (CLIP) [40], language has gained considerable prominence as an intuitive interface in the research of motion generation. MotionCLIP [50] maps the CLIP cross-modal feature representation between image and language, to the motion feature space, and generates motions that match the language. In addition, with the recent development of diffusion models and large scale text-motion paired datasets [38, 39, 9], it has become possible to generate diverse motions that are faithful to input descriptions [51, 59].

Some attempts have been made to generate interactions between human characters. There are methods that generate reactions to existing single-person actions [8, 31]. These require the motion of the active side, limiting the variety of human motions that constitute interactions [29, 11]. One method uses a constant value for $t$, which is translated from $i$ to $y^i$ (passive), and motion of speakers [32]. Some attempt to generate pairs of listeners that is appropriate as a response to the voice of the active side, limiting the variety of motions of the passive side [8, 31]. These methods attempt to learn the correspondence between texts and individual motions.

To avoid manual annotation of $(y^{active}_i, y^{passive}_i)$, we propose a method inspired by PIT [22], which is able to separate interactions into motions of an actor and a receiver when only the category $c^i$ is available. We assign corresponding descriptions $(y^{active}_i, y^{passive}_i)$ to each motion and use the data to train our role-aware model to generate consistent interactions from text.

We firstly introduce a state-of-the-art single motion generation method using diffusion models, which we base our interaction generation model on. Then, we explain the details of our interaction generation model when $(y^{active}_i, y^{passive}_i)$ is available. Finally, we introduce a method that can automatically separate interactions into an actor and a receiver to assign $(y^{active}_i, y^{passive}_i)$ when only $c^i$ is given.

### 3.1. Diffusion-based Single Motion Generation

First, we describe a method that uses one of the state-of-the-art diffusion models for motion generation from language [59], which we base our interaction generation model on. Motion generation can be formulated as an inverse diffusion process from randomly sampled noise. The motion series $X(0) = [x_1, ..., x_F]$, where $F$ is the number of frames, and $[x_1, ..., x_F]$ are the pose representations at each time, is sampled from the real data $X(0) \sim q(X(0))$, and noise is added at $T$ steps to obtain $X(1), ..., X(T)$. The diffusion process can be expressed by adding Gaussian noise according to the Markov chain as

$$ q(X^{(1:T)}|X(0)) = \prod_{t=1}^{T} q(X(t)|X(t-1)) $$

$$ q(X(t)|X(t-1)) = \mathcal{N}(X(t); \sqrt{1 - \beta_t} X(t-1), \beta_t I), $$

where $X(T)$ approximately follows $\mathcal{N}(0, I)$. $\beta_t$ is a hyperparameter that determines the variance schedule.

The inverse diffusion process starts from random noise and then removes the noise according to the Markov chain by adding Gaussian noise according to the estimated values of $\mu_0(X(t), t)$ and $\Sigma_0(X(t), t)$

$$ p_0(X(0:T)) = p_0(X(T)) \prod_{t=1}^{T} p_0(X(t-1)|X_t) $$

$$ p_0(X(t-1)|X(t)) = \mathcal{N}(X(t-1); \mu_0(X(t), t), \Sigma_0(X(t), t)), $$

in order to generate the motion. Motiondiffuse [59] uses a constant value for $\Sigma_0(X(t), t)$ and only estimates $\mu_0(X(t), t)$ with a noise estimator model $\epsilon_0$ based on the Transformer [53]. Since $\mu_0(X(t), t)$ can be calculated from the model output $\epsilon_0(X(t), t, \text{text})$, the model parameters are optimized by minimizing the loss between randomly sampled noise $\epsilon$ and the estimated noise at step number $t$:

$$ \mathcal{L} = E_{t \in [1, T], X^{(0)} \sim q(X^{(0)}), \epsilon \sim \mathcal{N}(0, I)}[\|\epsilon - \epsilon_0(X^{(t)}, t, \text{text})\|]. $$
3.2. Extension to Interaction Generation

We now extend the base method to generate interactions consisting of two motions. Two human motions are denoted as \( X_1 = [x_{11}, \ldots, x_{1F}] \), \( X_2 = [x_{21}, \ldots, x_{2F}] \), where \( x_0 \) is the initial position and orientation of the body represented in a coordinate space determined by the relationship of two actors, indicated as “initial state” in Fig. 2, and \([x_1, \ldots, x_F]\) are the pose representations at each time, corresponding to “pose representation” in Fig. 2. As natural interactions require accurate relationship between two bodies, \( x_0 \) is a crucial element for interactions. \( x_0 \) is omitted in single motions by setting the initial pose to face forwards. We describe the details in Sec. 4.1. \( x_0 \) and \([x_1, \ldots, x_F]\) are processed with different embedding layers at the input and output.

We consider the case where we have a dataset \(((X_1, y_1), (X_2, y_2))\) with a sentence assigned to each motion. A simple extension of the previous work to generate interactions would be to use a single Transformer to generate two human actions at once, in other words, treating \( X_1 \) and \( X_2 \) as single data with only one description \( y_1 \). However, this method cannot assign different roles for each human. Therefore, we use two Transformers that share parameters as in Fig. 2, and for asymmetric interactions, we input the active and passive texts, respectively. For symmetrical interactions, we input active voice text to both of them.

Generating interactions requires matching the positional relationships and timing of each other’s actions. To achieve this goal, we introduce cross attention between two human motions. We denote query, key, value features calculated from the features of \( X_1 \) and \( X_2 \) as \( Q_1, Q_2 \in \mathbb{R}^{(F+1) \times d} \), \( K_1, K_2 \in \mathbb{R}^{(F+1) \times d} \), and \( V_1, V_2 \in \mathbb{R}^{(F+1) \times d} \), respectively, where \( d \) is the feature dimension. Following the base model, we employ an efficient strategy [44] to obtain

\[
R_1 = \rho(Q_1)(\rho(K_1^T)V_1)
\]

\[
R_2 = \rho(Q_2)(\rho(K_2^T)V_2)
\]

(4)

corresponding to \( X_1 \) and \( X_2 \) respectively, where \( \rho \) is the softmax function. By adding \( R_1 \) and \( R_2 \) to respective features of \( X_1 \) and \( X_2 \), the influence from each other is injected into each motion feature, and the model learns the relationship between actions and reactions, as well as cooperative motions that are tailored to each other. The final loss function can be expressed by modifying Eqn. 3 into

\[
\mathcal{L} = E_{t \in [1, T]}(X_1^{(t)}, X_2^{(t)}) \sim \rho(X_1^{(t)}, y_1) \sim \mathcal{N}(0, I), x_1 \sim \mathcal{N}(0, I), x_2 \sim \mathcal{N}(0, I)
\]

\[
||e_1 - \epsilon_{\theta}(X_1^{(t)}, t, y_1)|| + ||e_2 - \epsilon_{\theta}(X_2^{(t)}, t, y_2)||
\]

(5)

Because the proposed method is based on two Transformer branches to treat each human actor separately, parameters of the pretrained single motion generation model [59] can be used for initializing our model. The knowledge from single-person motion further enhances our role-aware interaction generation, as our method focuses on learning the correct correspondence between the active and passive motions and their accurate descriptions.

3.3. Actor and Receiver Separation

In this section, we consider the case where we do not have the complete annotated dataset \(((X_1, y_1), (X_2, y_2))\) as described in Sec. 3.2, but instead a dataset \((X_1, X_2, c^i)\), with only an interaction category assigned to each pair of motions. To employ the method in Sec. 3.2, we require
the knowledge about which of the two humans is an actor or a receiver. Manual annotation of such information requires annotators to view every sequence and assign the roles to the human characters, which is a costly operation. We propose to avoid such effort by providing pseudo labels to create \((X_1, y_1), (X_2, y_2)\) using a method that can automatically learn to generate interactions, while also learning to differentiate between motions of an actor and a receiver.

We herein prepare two learnable parameters \(w_1^1 \in \mathbb{R}^{1 \times d}, w_2^1 \in \mathbb{R}^{1 \times d}\) per an interaction category \(c_i\). As shown in Fig. 3, the noise is estimated by two different guidance using \(w_1^1, w_2^1\) instead of language features in language cross attention in Fig. 2, and the one with the smaller loss is selected for back propagation by modifying Eqn. 5 into

\[
\mathcal{L} = E_{t \in [1, T]} \left( (X_1^{(0)}, X_2^{(0)}) \sim q(X^{(0)}), e_1 \sim N(0, 1), e_2 \sim N(0, 1) \right) \left[ \min (\|e_1 - \epsilon_\theta(X_1^{(t)}, t, w_1^1)\| + \|e_2 - \epsilon_\theta(X_2^{(t)}, t, w_2^1)\|, \right.
\left. \|e_1 - \epsilon_\theta(X_1^{(t)}, t, w_2^1)\| + \|e_2 - \epsilon_\theta(X_2^{(t)}, t, w_1^1)\|) \right].
\]

This is a method similar to PIT [22] used in the field of multi-talker speech separation, whereby \(w_1^1, w_2^1\) are expected to learn to obtain features for the motion of either the actor or the receiver. We can identify respective roles of \(w_1^1\) and \(w_2^1\) by either checking the generated results or matching them with a small number of labeled data automatically. We note that this role separation model itself can be used as a label-based interaction generation model.

To learn to generate more precise interactions corresponding to descriptions, we assign the obtained roles to the training data by adding random noise to each of the training data and calculating which of \(X_1, X_2\) corresponds to \(w_1^1, w_2^1\) using Eqn. 6. This allows us to create pseudo labels that identify which human is an actor or a receiver, and assign descriptions \(y_{\text{active}}, y_{\text{passive}}\) to each motion. By using this automatically generated annotation, we can generate interactions from texts as described in Sec. 3.2.

4. Experiments

In this section, we evaluate the proposed role-aware interaction generation model. We firstly introduce datasets, comparison methods, implementation details, and evaluation metrics. Then, we evaluate the effectiveness of our method for actor and receiver separation. Finally, we quantitatively and qualitatively evaluate the generated interactions by comparing with the baseline and existing methods.

4.1. Experimental Settings

Datasets: We conduct experiments with a large scale skeletal motion dataset, NTU-RGB+D 120 [26]. The dataset contains 94 single motion classes and 26 interaction classes, and we use the latter classes for this evaluation. Out of 26 classes, 9 categories are symmetric interactions such as hugging and shaking hands, while 17 categories are asymmetric interactions such as kicking and pushing. We list all the interaction categories in the Appendix. We translate the categories into sentences that describe the corresponding interaction. We note that we prepare both the active and passive forms of descriptions for the asymmetric interactions.

As existing research has pointed out [10, 29], the original dataset is severely noisy for training motion generation. While Maheshwari et al. [29] mapped estimated 3D pose by VIBE [21] to the global trajectory of each human in the dataset by calculating similarity of each subject’s orientation, we observed that the global trajectory as well as the similarity-based mapping contained noise. To address this issue and obtain cleaner interactions, we adopted BEV [49], which can estimate 3D pose and global trajectory simultaneously. After preprocessing, we split data by subject IDs to prepare training, validation, and test sets, which contain 14669, 2651, and 3259 sequences, respectively.

Comparison Methods: First, we assign language labels to each motion using the proposed method in Sec. 3.3. We apply the following methods to this data.

As a baseline, we extend the single motion generation method [59] based on diffusion models in a way that allows individual roles to be directed by using two separate Transformers, denoted as “Baseline (Two Trans.)”. “Ours” is the proposed method that introduces cross attention between the human motions. Furthermore, as described in Sec. 3.2, the parameters of pretrained single-person motion generation model [59] can be used for initializing our model. We refer to this method as “Ours+pretrained”.

We also conduct experiments using existing interaction generation models from interaction labels [29, 11]. As DSAG [11] is designed to control hands in addition to the body, which is out of scope of this research, we only use part of the model for body motion generation. For comparison,
we also show the result of the model in Sec. 3.3, which generates role-aware interactions from labels, denoted as “Ours (PIT)”. In addition to these models, we generate interactions with one Transformer by simply extending [59], denoted as “Single Transformer”. In this method, positional encoding is applied to the two motions separately, and are then concatenated to be used as the input. Because MUGL [29], DSAG [11], and “Single Transformer” cannot control individual roles, we compare with these methods as reference.

Implementation Details: Following the procedure for single-person motions, where the normal of the body plane, formed by two shoulders and two hip joints, is aligned to the Z axis, we normalize each interaction by setting the midpoint of two bodies as origin and forming a mean plane by averaging the coordinates of the two body planes. We transform both motions so that the normal of this mean plane is aligned to the Z axis. We define $x_0$ as a 4 dimensional vector consisting of 2-dimensional $xz$ coordinates and 2-dimensional rotation of the initial pose. For pose representation $[x_1, ..., x_F]$, we use the same 263 dimensional vector consisting of $(r_{va}, r_{vb}, r_{va}, r_{vb}, j^p, j^q, j^r, f)$ following [59]. $r_{va}, r_{vb}, r_{va}, r_{vb}$ and $r_{hf}$ are the angular velocity around y axis, velocity in x direction, velocity in z direction and height of the global root on XZ-plane, respectively. $j^p \in \mathbb{R}^{3(J-1)}, j^q \in \mathbb{R}^{3J}$ denote the position and velocity of the J joints. $j^r \in \mathbb{R}^{6(J-1)}$ denotes the six-dimensional rotation [61] of each joint. $f \in \mathbb{R}^4$ denotes whether the four joint points of the feet touch the ground.

For all the diffusion-based models including ours, we set the latent dimension $d$ to 512 and the number of attention blocks $N$ to 8. Diffusion steps $T$ is set to 1000 during which the variance $\beta_t$ changes linearly from 0.0001 to 0.02. We used Adam optimizer with a learning rate of $2e^{-4}$. We used 4 NVIDIA Tesla V100 GPUs for training, and the total batch size is 480. As for text encoder, we used CLIP ViT B/32 [40] with its weights fixed, followed by four more transformer encoder layers. The latent dimension of the text encoder is 256. Our model is implemented in PyTorch [34].

**Evaluation Metrics:** We evaluate generated interactions in terms of naturality, diversity and fidelity to the input text. We can evaluate diversity and fidelity in a similar manner as single motion generation. Therefore, following [10], we adopt four evaluation criteria: (i) Frechet Inception Distance (FID) [15], (ii) Recognition Accuracy, (iii) Diversity, (iv) Multimodality. Brief explanation is as follows: (i) evaluates the agreement between the generated data and the true data distribution, (ii) evaluates the ratio of generated interactions that correctly correspond to the input category, (iii) evaluates the diversity of generated interaction, and (iv) evaluates the diversity of generated interaction within each category. Since there is no standard interaction recognition model, we trained an interaction recognition model based on the Transformer with the same training data.

However, for evaluating interactions, consistency between two motions should be considered in addition to naturalness of individual motions. Therefore, we propose a new metric, Mutual Consistency, which evaluates consistency by taking into account aspects unique to interactions, such as relative positions and action-reaction timings of the two motions. For evaluating Mutual Consistency, we trained a model to recognize whether the input motion pair is correct or not with the same training data. The correct pairs are unmodified interactions, and the incorrect pairs are prepared by randomly sampling pairs of motion within the same category. Taking “push” as an example, the incorrect pair is not consistent in terms of direction, timing, and positional relationships between an actor and a receiver. The correct and incorrect pairs were sampled at a ratio of 1 to 1. When given a pair of motions $(X'_{i1}, X'_{i2})$, the model $f$ returns 1 if they are consistent, and 0 otherwise. Mutual Consistency is calculated as

$$\text{Mutual Consistency} = \frac{1}{M} \sum_{i}^M f(X'_{i1}, X'_{i2}),$$

where $M$ is the number of data. We further explain the details of each model used for the evaluation in the Appendix.
4.2. Evaluation of actor and receiver separation

We first quantitatively evaluate the proposed actor-receiver separation. We annotated 15 samples regarding which motion is an actor or a receiver for each of the 17 asymmetric interaction categories to calculate the accuracy.

Fig. 4 shows the evaluation results. The left-most figure shows that actor and receiver separation is automatically conducted correctly as the training progresses. Compared to 50%, which is the chance rate, our model achieves high accuracy of approximately 94%.

The center figure shows that using ensemble method during inference can lead to higher accuracy. This is done by sampling different noise and repeating identification using Eqn. 6, and selecting the conclusion with the majority vote.

The right-most figure shows which time step provides the most accurate separation by changing $t$ from 1 to 1000 in Eqn. 6. The accuracy improves as noise is added to interactions, and peaks at around $t = 800$. This indicates that at the early stages of the diffusion process, where only small amount of noise is added according to noise scheduling, the two estimated noises are very similar. The noise added to each motion in the interaction in the early stages is not indicative of the underlying motion, making the separation of roles from estimated noise difficult. Towards the end of the diffusion process, the accuracy slightly decreases. This is caused by the fact that the interactions are closer to random noise near the end. One concurrent work [4] applied a similar approach for classification, and reported a similar trend.

4.3. Quantitative Evaluation

We present the quantitative evaluation of interaction generation in Table 1. “Ours” performs better than the “Baseline (Two Trans.)” in all metrics, especially in Accuracy and Mutual Consistency. For “Baseline (Two Trans.)”, Mutual Consistency is 46.3% while Accuracy is 73.2%. This indicates that the model can generate actions that are typical of the category to some extent, but more than half of the generated interactions show inconsistencies in the positions or timings of the two human motions. This demonstrates the importance of our proposal, Mutual Consistency, because high FID score can be obtained as long as humans act according to the input, even if two motions are not consistent.

“Ours” also outperforms previous interaction generation methods, MUGL [29] and DSAG [11]. This is because MUGL [29] and DSAG [11] compresses two human motions into one latent representation, making it difficult to generate two consistent human motions, also reducing Mutual Consistency. “Ours (PIT)” also achieves better performance than these methods although “Ours (PIT)” is trained with a noisier loss until the roles are accurately separated.

The best performance is achieved by “Ours+pretrained”. Particularly, “Ours+pretrained” achieved the highest Accuracy. This is because “Ours+pretrained” uses prior knowledge of correspondence between single human motions and language, and this enables our model to generate interactions that are faithful to the input language. Even when compared to “Single Transformer”, which is not affected by the pseudo label error, as the method is not able to freely determine the role of each actor, FID score was comparable.

4.4. Qualitative Evaluation

We qualitatively evaluate the methods by observing the generated results shown in Fig. 5. Compared to MUGL [29] and DSAG [11], “Ours” is able to generate more natural and diverse interactions. We observed many cases from MUGL [29] and DSAG [11] in which the body orientations were facing the opposite directions, leading to lower Mutual Consistency in Table 1. This is caused by the difficulty of generating 3D poses and relative trajectories of all sequences from a latent representation using two separate decoders. In contrast, our method generates them simultaneously to consider each other’s information closely.

“Baseline (Two Trans.)” is able to generate each motion

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Ground Truth</td>
<td></td>
<td></td>
<td></td>
<td>84.8±0.1</td>
<td>0.0±0.0</td>
<td>32.9±0.40</td>
<td>12.81±0.57</td>
<td>99.6±0.0</td>
</tr>
<tr>
<td>MUGL [29]</td>
<td></td>
<td></td>
<td></td>
<td>20.1±0.5</td>
<td>369.4±6.1</td>
<td>23.66±0.39</td>
<td>17.71±0.67</td>
<td>81.6±0.3</td>
</tr>
<tr>
<td>DSAG [11]</td>
<td></td>
<td></td>
<td></td>
<td>46.8±0.6</td>
<td>311.7±2.2</td>
<td>26.11±0.33</td>
<td>6.72±0.64</td>
<td>88.6±1.4</td>
</tr>
<tr>
<td>Single Transformer</td>
<td>✓</td>
<td></td>
<td></td>
<td>75.6±1.7</td>
<td>12.3±1.17</td>
<td>31.82±1.04</td>
<td>15.69±1.48</td>
<td></td>
</tr>
<tr>
<td>Baseline (Two Trans.)</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td>73.2±0.6</td>
<td>21.1±1.0</td>
<td>31.79±0.58</td>
<td>13.82±1.79</td>
<td>46.3±0.7</td>
</tr>
<tr>
<td>Ours (PIT)</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>70.5±1.5</td>
<td>11.6±0.85</td>
<td>31.92±0.82</td>
<td>16.40±0.84</td>
<td>99.3±0.1</td>
</tr>
<tr>
<td>Ours</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td>76.1±0.4</td>
<td>13.1±0.6</td>
<td>32.47±0.50</td>
<td>16.31±1.25</td>
<td>98.3±0.3</td>
</tr>
<tr>
<td>Ours+pretrained</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>79.9±0.7</td>
<td>12.8±0.4</td>
<td>31.92±0.28</td>
<td>13.45±0.94</td>
<td>98.9±0.2</td>
</tr>
</tbody>
</table>

*Entries “text”, “role”, “pretrain” indicate whether the method is able to generate interactions from text, to assign individual roles, and to initialize using single-person motion model. Metrics indicated by ↑, ↓, → are better when values are higher, lower, or closer to the Ground Truth, respectively. Multim. and Mut. Cons. abbreviations of Multimodality and Mutual Consistency, respectively. Best results are in bold.*
properly according to the input text. However, the consistency between two human motions is not maintained except in the example at the bottom right of Fig. 5. This is the reason why “Baseline (Two Trans.)” achieves low Mutual Consistency. If Mutual Consistency is not considered for evaluation, methods generating these inconsistent interactions can be regarded as acceptable models.

To observe why the proposal is able to achieve high consistency, we visualize one node in the cross attention module in Fig. 6. The pattern of attention along the diagonal shows that the model automatically learns to take into account the other human motion features in the temporal proximity, which is congruent with our instinct and experience.

We visualize the confusion matrix in Fig. 7 to compare the tendency of the methods. We used the original categories corresponding to the provided texts for visualization.

DSAG was only able to generate interactions in limited categories. In particular, DSAG failed to capture the difference of similar categories such as interactions that involve reaching out of hands, including “exchange things”, “whisper”, “wield knife”, “shoot with a gun” and “hit with something.” Our method can generate almost all category interactions.

5. Failure Cases and Limitations

Fig. 8 shows the failure cases. Even though the proposal generated mostly accurate interactions, there were cases where the relativity between the human actors were not fully accurate, resulting in interactions that are either too close, or too far. There are also some artefacts such as inaccurate foot contact and sliding. We would like to address such issues by introducing physical aspects in the future work.
Figure 6. Visualization of one node in the cross attention when generating an interaction in “punch or slap” category. This shows that our model learned to take into account the other human motion features in the temporal proximity.

Figure 7. Visualization of confusion matrix when classifying interactions generated by Ours+pretrained and DSAG, respectively.

6. Conclusion

In this study, we focused on a novel role-aware interaction generation task. To avoid introducing additional annotation costs, we proposed a method that can learn to generate actions while separating the motions of an actor and a receiver. We demonstrated that our model can generate consistent interactions between two humans while being faithful to individual instructions. The proposed method outperformed prior methods not only in existing evaluation metrics, but also in the proposed metric evaluating consistency.

Some interactions require additional information to achieve higher precision. For example, amount of force an actor applied to push a receiver would help generate a more accurate reaction. Incorporating physics simulation to further enhance the model is one direction for future work. Although we considered one form of interaction, between two humans, there remains a wider variety, such as interactions in a group. We would like to enhance the proposed method to handle cases where more than two actors are in a motion sequence, and to produce a dataset that contains a wider range of interactions, as well as their detailed descriptions.
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