DECO: Dense Estimation of 3D Human-Scene Contact In The Wild
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Figure 1: Given an RGB image, DECO infers dense vertex-level 3D contacts on the full human body. To this end, it reasons about the contacting body parts, human-object proximity, and the surrounding scene context to infer 3D contact for diverse human-object and human-scene interactions. Blue areas show the inferred contact on the body, hands, and feet for each image.

Abstract

Understanding how humans use physical contact to interact with the world is key to enabling human-centric artificial intelligence. While inferring 3D contact is crucial for modeling realistic and physically-plausible human-object interactions, existing methods either focus on 2D, consider body joints rather than the surface, use coarse 3D body regions, or do not generalize to in-the-wild images. In contrast, we focus on inferring dense, 3D contact between the full body surface and objects in arbitrary images. To achieve this, we first collect DAMON, a new dataset containing dense vertex-level contact annotations paired with RGB images containing complex human-object and human-scene contact. Second, we train DECO, a novel 3D contact detector that uses both body-part-driven and scene-context-driven attention to estimate vertex-level contact on the SMPL body. DECO builds on the insight that human observers recognize contact by reasoning about the contacting body parts, their proximity to scene objects, and the surrounding scene context. We perform extensive evaluations of our detector on DAMON as well as on the RICH and BEHAVE datasets. We significantly outperform existing SOTA methods across all benchmarks. We also show qualitatively that DECO generalizes well to diverse and challenging real-world human interactions in natural images. The code, data, and models are available at https://deco.is.tue.mpg.de.

1. Introduction

Humans rely on contact to interact with the world. While we use our hands and feet to support grasping and locomotion, we also leverage our entire body surface in our daily interactions with the world; see Fig. 1. We sit on our buttocks and thighs, lie on our backs, kneel on our knees, carry bags on our shoulders, and move heavy objects by holding them against our bodies. Executing everyday tasks involves diverse full-body and object contact. Thus, modeling and inferring contact from images or videos is essential for applications such as human activity understanding, robotics, biomechanics, and augmented or virtual reality.
Inferring contact from images has recently received attention. While some methods infer contact for hands [48], feet [51], self contact [15, 47], or person-person contact [14], others focus on human-scene or human-object contact for the full body [8, 28]. HOT [8] infers contact in 2D by training on in-the-wild images with crowd-sourced 2D contact areas, while BSTRO [28] infers 3D contact on a body mesh and is trained on images paired with 3D body and scene meshes reconstructed with a multi-camera system.

In contrast to prior work, we seek to represent detailed scene contacts across the full body and to infer these from in-the-wild images as illustrated in Fig. 1. To that end, we need both an appropriate training dataset and an inference method. Note that manipulating objects is fundamentally 3D. Thus, we must capture, model, and understand contact in 3D. Also note that some contacts support the body, while others do not. When sitting on a chair and drinking a cup of coffee, the body is supported by the buttocks on the chair and feet on the floor, while the coffee cup does not support the body. The former is critical for physical reasoning about human pose and motion, while the latter is important to understand how we interact with objects. The type of contact is therefore important to represent. For a method to robustly estimate contact for arbitrary images we need a rich dataset that combines in-the-wild images with precise 3D annotations; see Fig. 2. This is a huge challenge.

To address this challenge, we present a novel method and a new dataset. We first collect a dataset with 3D contact annotations for in-the-wild images using a novel interactive 3D labelling tool (Fig. 2). We then train a novel 3D contact detector that takes a single image as input and produces dense contact labels on a 3D body mesh (Fig. 1). Training on our new dataset means that the method generalizes well.

**Contact data:** To train a 3D contact detector that is both accurate and robust, we need appropriate training data. However, existing datasets for 3D contact [3, 24, 28] involve pre-scanning a 3D scene and estimating 3D human pose and shape (HPS) of people in the scene. These approaches are limited in the complexity of the human-scene interactions, the size of the dataset, and very few methods capture human-object interactions paired with image data [4, 29]. An alternative is to use synthetic data [59], but getting realistic synthetic data of complex human contacts is challenging, causing a domain gap between the dataset and real images.

In contrast, crowdsourced image annotations support many tasks in computer vision such as image classification [12], object detection [41, 72], semantic segmentation [27, 41], 2D human pose estimation [1, 6], and 3D body shape estimation [10, 61]. HOT [8] takes this approach for human-object contact, but the labels are all in 2D, while contact is fundamentally 3D. Consequently, we collect a large dataset with dense 3D contact annotations for in-the-wild images, called DAMON (Dense Annotation of 3D huMan Contact Detection). To train a 3D contact detector that is both accurate and robust, we need appropriate training data. However, existing datasets for 3D contact [3, 24, 28] involve pre-scanning a 3D scene and estimating 3D human pose and shape (HPS) of people in the scene. These approaches are limited in the complexity of the human-scene interactions, the size of the dataset, and very few methods capture human-object interactions paired with image data [4, 29]. An alternative is to use synthetic data [59], but getting realistic synthetic data of complex human contacts is challenging, causing a domain gap between the dataset and real images.

In contrast, crowdsourced image annotations support many tasks in computer vision such as image classification [12], object detection [41, 72], semantic segmentation [27, 41], 2D human pose estimation [1, 6], and 3D body shape estimation [10, 61]. HOT [8] takes this approach for human-object contact, but the labels are all in 2D, while contact is fundamentally 3D. Consequently, we collect a large dataset with dense 3D contact annotations for in-the-wild images, called DAMON (Dense Annotation of 3D huMan Contact Detection). To train a 3D contact detector that is both accurate and robust, we need appropriate training data. However, existing datasets for 3D contact [3, 24, 28] involve pre-scanning a 3D scene and estimating 3D human pose and shape (HPS) of people in the scene. These approaches are limited in the complexity of the human-scene interactions, the size of the dataset, and very few methods capture human-object interactions paired with image data [4, 29]. An alternative is to use synthetic data [59], but getting realistic synthetic data of complex human contacts is challenging, causing a domain gap between the dataset and real images.

**Contact data:** To train a 3D contact detector that is both accurate and robust, we need appropriate training data. However, existing datasets for 3D contact [3, 24, 28] involve pre-scanning a 3D scene and estimating 3D human pose and shape (HPS) of people in the scene. These approaches are limited in the complexity of the human-scene interactions, the size of the dataset, and very few methods capture human-object interactions paired with image data [4, 29]. An alternative is to use synthetic data [59], but getting realistic synthetic data of complex human contacts is challenging, causing a domain gap between the dataset and real images.

**Contact detection:** As noted in the literature [8, 28], contact areas are ipso facto occluded in images, thus, detecting contact requires reasoning about the involved body-parts and scene elements. To this end, BSTRO [28] uses a transformer [39] with positional encoding based on body-vertex positions to implicitly learn the context around these, but has no explicit attention over body or scene parts. HOT [8, 28], on the other hand, focuses only on 2D, pulls image features, and processes them with two branches in parallel, a contact branch and a body-part attention branch; the latter helps the
contact features attend areas on and around body parts. We go beyond prior work to estimate detailed 3D contact on the body. Our method, DECO (Dense Estimation of 3D human-scene Contact in the wild), introduces two technical novelties: (1) DECO uses not only body-part-driven attention, but also adds scene-context-driven attention, as well as a cross-attention module; this explicitly encourages contact features computed from the image to attend to meaningful areas both on (and near) body parts and scene elements. (2) DECO uses a new 2D Pixel Anchoring Loss (PAL) that relates the inferred 3D contacts to the respective image pixels. For this, we infer a 3D body mesh with CLIFF [38] (SOTA for HPS), detect which vertices of this are in contact with DECO, project the 3D contact vertices onto the image, and encourage them to lie in HOT’s corresponding 2D contact-area annotations. Note that this brings together both crowd-sourced 2D and 3D contact annotations.

Experiments: We perform detailed quantitative experiments and find that DECO outperforms BSTRO on the test sets of RICH and DAMON, when both are trained on the same data. Ablation studies show that our two-branch architecture effectively combines body part and scene information. We also provide ablation studies of the backbone and training data. We show that the inferred contact from DECO significantly outperforms methods that compute the geometric vertex distance between a reconstructed object and human mesh [73, 81]. Finally, we use DECO’s estimated contact in the task of 3D human pose and shape estimation and find that exploiting estimated contact improves accuracy.

Contributions: In summary, our contributions are (1) We collect DAMON, a large-scale dataset with dense vertex-level 3D contact annotations for in-the-wild images of human-object interactions. (2) Using DAMON, we train DECO, a novel regressor that cross-attends to both body parts and scene elements to predict 3D contact on a body. DECO outperforms existing contact detectors, and all its components contribute to performance. This shows that learning 3D contact estimation from natural images is possible. (3) We integrate DECO’s inferred 3D contacts into a 3D HPS method and show that this boosts accuracy. (4) Our data, models, and code are available at https://deco.is.tue.mpg.de.

2. Related Work

2.1. 2D contact in images

There exist multiple ways of representing human-object interactions (HOI) and human-scene interactions (HSI) in 2D. Several HOI methods [33, 49, 69, 75, 86] localize humans and objects as bounding boxes and assign a semantic label to indicate the interactions between them. However, the interaction labels focus on action and do not support contact inference. Chen et al. [8] output image-aligned contact heatmaps and body-part labels directly from the RGB image by training a regressor on approximate 2D polygon-level contact annotations. Some approaches learn part-specific contact regressors for hand [48, 57] and foot [52] contact but only detect rough bounding boxes around contacting regions or joint-level labels. Such coarse image-based contact annotations are ambiguous and not sufficient for many downstream tasks. We address these limitations by collecting a large-scale dataset of paired images and accurate vertex-level contact annotations directly on the 3D SMPL mesh.

Several methods estimate properties related to contact such as affordances [36, 54, 70], contact forces [60, 78, 85] and pressure [17, 20, 56]. However, collecting large datasets with ground-truth object affordances, forces, or pressure is challenging. Clever et al. [11] use simulation and a virtual pressure mat to generate synthetic pressure data for lying poses. Tripathi et al. [66] exploit interpenetration of the body mesh with the ground plane as a heuristic for pressure. Recent work [18, 60, 78] uses a physics simulator to infer contact forces. In contrast, we focus on annotating and estimating 3D contact, which is universal in HOI and is intuitively understood by annotators.

2.2. Joint- & patch-level 3D contact

Joint-level contact. 3D contact information is useful for 3D human pose estimation [52, 60, 73], 3D hand pose estimation [7, 21, 26], 3D body motion generation [51, 63, 82–84] and 3D scene layout estimation [77]. 3D pose estimation approaches use joint-level contact to ground the estimated 3D human mesh [16, 24, 76, 79, 81] or encourage realistic foot-ground contact to avoid foot-skating artefacts [30, 51, 58, 82, 87]. PhysCap [60] and others [51, 52, 79, 87] constrain the human pose by predicting skeleton joint-level foot-ground contact from video. Several approaches predict 3D contact states of 2D foot joints detected from RGB images by manually annotating contact labels [87] or computing contact labels from MoCap datasets [52, 60]. Rempe et al. [51] extend joint-level contact estimation to the toe, heel, knee and hands, but use heuristics such as a zero-velocity constraint to estimate contact from AMASS [45]. Zhang et al. [82] estimate contact between foot-ground vertices using alignment of normals between foot and scene surface points. Such joint-level annotations cannot represent the richness of how human bodies contact the world. In contrast DECO captures dense vertex-level contact across the full body.

Discrete patch-level contact. Pre-defined contact regions or “patches” on the 3D body provide an intermediate representation for modeling surface-level contact. Müller et al. [47] and Fieraru et al. [15] crowdsource patch-level self-contact annotations between discrete body-parts patches on the same individual. Fieraru et al. [14] also collect patch-level contact between two interacting people.
While richer than joint-level contact, patches do not model fine-grained contact. In contrast, the DAMON dataset and DECO model contact on the vertex level, significantly increasing the contact resolution.

2.3. Dense vertex-level contact

Dense ground-truth contact can be computed if one has accurate 3D bodies in 3D scenes. For instance, PROX [24], InterCap [29], and BEHAVE [3] use RGB-D cameras to capture humans interacting with objects and scenes whereas HPS [23] uses a head-mounted camera and IMU data to localize a person in a pre-scanned 3D scene. RICH uses a laser scanner to capture high-quality 3D scenes and the bodies are reconstructed using multi-view cameras. GRAB [64] captures hand-object interactions using marker-based MoCap but lacks images paired with the ground-truth scene. Such datasets require a constrained capture setup and are difficult to scale. An alternative uses synthetic 3D data. HULC [59] generates contact by fitting SMPL to 3D joint trajectories in the GTA-IM [5] dataset. The contacts, however, lack detail and the domain gap between the video game and the real world limits generalization to natural images.

Several methods infer 3D bodies using dense 3D contact. PHOSA [81] jointly estimates 3D humans, objects and contacts for a limited set of objects for which there are pre-determined, hand-crafted, contact pairs on the human and object. Other methods optimize the body and scene together using information about body-scene contact [55, 71, 73, 74, 77]. Some methods predict dense contact on the body mesh. POSA [25] learns a body-centric prior over contact. Given a posed 3D body, POSA predicts which vertices are likely to contact the world and what they are likely to contact. It assumes the pose is given. Closest to our work are Bestro [28] and HULC [59], which infer dense contact on the body from an image. We go beyond these methods by providing a rich dataset of images in the wild with dense contact labels. Moreover, we exploit contextual cues from body parts as well as the scene and objects using a novel attentional architecture.

3. DAMON Dataset

DAMON is a collection of vertex-level 3D contact labels on SMPL paired with color images of people in unconstrained environments with a wide diversity of human-scene and human-object interactions. We source our images from the HOT dataset [8] for the following reasons: (1) HOT curates valid human contact images from existing HOI datasets like V-COCO [22] and HAKE [37] by removing indirect human-object interactions, heavily cropped humans, motion blur, distortion or extreme lighting conditions; (2) HOT contains 15082 images containing 2D image-level contact annotations, which are complementary to the dense 3D contact annotations in our dataset. Example images and contact annotations from the DAMON dataset are shown in Fig. 2.

3.1. Types of contact

While existing HOI methods and datasets typically treat all contacts the same way, human contact is more nuanced. Physical contact can be classified into 3 categories: (1) scene-supported contact, i.e., humans supported by scene objects; (2) human-supported contact, i.e., objects supported by a human; and (3) unsupported contact, e.g., self-contact [15, 47] and human-human contact [14, 16]. Since datasets for the latter already exist, we focus on the first two categories, i.e., contact that involves support. Note that labeling contact in images is challenging. Focusing on support helps reduce ambiguous cases where humans are close to scene objects but not actually in contact. We use Amazon Mechanical Turk (AMT) to crowd-source annotations for DAMON; we ask people to annotate both human-supported contact for each individual object and scene-supported contact.

3.2. Annotation procedure

We create a novel user-friendly interface and tool that enables annotators to “paint” 3D vertex-level contact areas directly on the human mesh; see the interface in Sup. Mat. We show the original image with the type of contact to be annotated on the left and the human mesh to the right. We then ask annotators to “paint” contact labels on the \( N_V = 6890 \) vertices of the SMPL [43] template mesh, \( \mathcal{M} \in \mathbb{R}^{6890 \times 3} \).

The tool has features such as mesh rotation, zoom in/out, paint-brush size selection, an eraser, and a reset button. Depending on the selected brush size, the tool “paints” contact annotations by selecting a geodesic neighborhood of vertices around the vertex currently under the mouse pointer. For a detailed description of the tool, see video in Sup. Mat.

The tool lets annotators label contact with multiple objects in addition to the scene-supported contact. For example, annotations, see Fig. 2. For every image, to label human-supported contact, we cycle through object labels provided in the V-COCO and HAKE datasets. For scene-supported contact, we ask annotators to label contact with all supporting scene objects, including the ground. We automatically get body-part labels for contact vertices using SMPL’s part segmentation. To support amodal contact estimation, we ask annotators to also label contact regions that may not be visible in the image but can be guessed confidently. We filter out ambiguous contact in images such as human-human contact, human-animal contact, and indirect human-object interactions, such as pointing; for details about data collection and how we limit ambiguity in the task, see Sup. Mat.

We ensure a high annotation quality with two quality checks: (1) We detect and filter out the inconsistent annotators; out of 100 annotators we keep only 14 good ones. (2) We have meta-annotators curate the collected annotations; images with noisy annotations are then pushed for a re-annotation. For details about quality control, see Sup. Mat.

We access DAMON’s quality by computing two metrics:
(1) **Label accuracy**: We manually curate from RICH [28] and PROX [24] 100 images that have highly-accurate 3D poses and contact labels. We treat these as ground-truth contact, and compute the IoU of our collected annotations. **Level of annotators’ agreement**: We ask annotators to label the same set of 100 images, and compute Fleiss’ Kappa (κ) metric. For a detailed analysis of results, see Sup. Mat.

### 3.3. Dataset statistics

Out of HOT’s 15082 images we annotate 5522 images via our annotation tool (Sec. 3.2): we “paint” contact vertices, and assign to each vertex an appropriate label out of 84 object (Fig. 3) and 24 body-part labels. An image has on average 3D contacts for 1.5 object labels. We use HOT’s train/test/val data splits.

We also show aggregate vertex-level contact probabilities on the SMPL mesh across the whole DAMON dataset in Fig. 4. The individual body-part close-ups in Fig. 4 show normalized contact probabilities for that body part. It is evident that, while we typically use our hands and feet for contact, we also frequently use the rest of our body, especially the buttocks, back of the head, chest, lips, and ears to interact with everyday objects. To our knowledge, no such analysis of full-body contact for in-the-wild images has previously been reported. This motivates the need for modeling dense full-body contact.

Figure 5 shows DECO’s architecture. Intuitively, contact estimation relies on both part and scene features as they are complementary. We use two separate encoders $E_s$ and $E_p$ to extract scene features $F_s$ and body-part features $F_p$. For the encoder backbone, we use both the transformer-based SWIN [42] and the CNN-based HRNET [68]. We integrate scene features $F_s$ and body-part features $F_p$ via a cross-
attention module inspired by [44, 67]. Previous methods either concatenate multi-modal features [46], use channel-wise multiplication [34], adopt trainable fusion [65] or use bilinear interpolation between multi-modal features [62]. However, such methods simply combine the multi-modal features without explicitly exploiting their interactions. In contrast, DECO’s cross-attention guides the network to “attend” to relevant regions in $F_s$ and $F_p$ to reason about contact.

To implement cross-attention, we exchange the key-value matrices for each branch i.e. $\{Q_s, K_s, V_s\} = \{F_s, F_s, F_s\}$ for the scene branch and $\{Q_p, K_p, V_p\} = \{F_p, F_p, F_p\}$ for the part branch. Then we obtain the contact features $F_c$ after multi-head attention as

$$
F'_s = \text{softmax}(Q_sK_s^T / \sqrt{C_t})V_s, \quad (1)
$$

$$
F'_p = \text{softmax}(Q_sK_p^T / \sqrt{C_t})V_p, \quad (2)
$$

$$
F_c = LN(F'_s \odot F'_p), \quad (3)
$$

where $C_t$ is a scaling factor [67], $\odot$ is the Hadamard operator and $LN$ represents layer-normalization [2]. We obtain final contact predictions $\tilde{y}_c \in \mathbb{R}^{8080 \times 1}$ after filtering $F_c$ via a shallow MLP followed by sigmoid activation.

The DECO architecture encourages the scene and part encoders, $E_s$ and $E_p$, to focus on relevant features by upsampling $F_s$ and $F_p$ using scene decoder $D_s$ and part decoder $D_p$ respectively. The output of $D_s$ is a predicted scene segmentation map, $\tilde{X}_s \in \mathbb{R}^{H \times W \times N_o}$, where $N_o$ are the number of objects in MS COCO [40]. Similarly, we obtain the part features $\tilde{X}_p \in \mathbb{R}^{H \times W \times (J+1)}$ from $D_p$, where $J$ are the number of body parts and the extra channel is for the background class.

We train DECO end-to-end (Fig. 5) with the loss:

$$
\mathcal{L} = w_c \mathcal{L}_c^{3D} + w_{pol} \mathcal{L}^{2D}_{pol} + w_s \mathcal{L}_s^{2D} + w_p \mathcal{L}_p^{2D}, \quad (4)
$$

where $\mathcal{L}_c^{3D}$ is the binary-cross entropy loss between per-vertex predicted contact $\tilde{y}_c$ and ground-truth contact labels $y_c^g$. $\mathcal{L}_s^{2D}$ and $\mathcal{L}_p^{2D}$ are segmentation losses between the predicted and the ground-truth masks. We describe $\mathcal{L}^{2D}_{pol}$ in the following section. Steering weights $w$ are set empirically.

### 4.2. 2D Pixel Anchoring Loss (PAL)

To relate contact on the 3D mesh with image pixels, we propose a novel pixel anchoring loss (PAL); see Fig. 6. We run the SOTA HPS network CLIFF [38] on input image $I$ to infer the camera scale $s$, camera translation, $t^c$, and SMPL parameters, $\theta$ and $\beta$, in the camera coordinates assuming camera rotation, $R^c = I_3$ and body translation, $t^b = 0$. Using the estimated SMPL parameters, we obtain the posed mesh $M(\theta, \beta, \vec{t}^b)$, which is colored using DECO-predicted
per-vertex contact probability, $\bar{y}_c$, in a continuous and differentiable manner. We denote the posed mesh colored with contact probability by $\mathcal{M}_c$. We use the PyTorch3D [50] differentiable renderer to render $\mathcal{M}_c$ on the image under weak perspective, resulting in the 2D contact probability map, $\bar{X}^{2D}_c$. $\mathcal{L}^{2D}_{\text{pal}}$ is computed as the binary-cross entropy loss between $\bar{X}^{2D}_c$ and the ground-truth 2D contact mask from HOT [8], $X^{2D}$. 

5. Experiments

Implementation Details. We experiment with both Swin Transformer [42] and HRNET [68] as backbone architectures for $\mathcal{E}_s$ and $\mathcal{E}_p$. We initialize the two encoder configurations with ImageNet and HRNET pretrained weights respectively. We obtain pseudo ground-truth scene segmentation masks, $X_s \in \mathbb{R}^{H \times W \times N}$, containing semantic labels for $N_o = 133$ categories, by running inference using the SOTA image segmentation network, Mask2Former [9]. To get ground-truth part segmentations, $X_p \in \mathbb{R}^{H \times W \times (J+1)}$, we follow [34] to use the SMPL part segmentation and segment the posed ground-truth mesh when available (e.g. in RICH and PROX) into $J = 24$ parts, rendering each part mask as a separate channel. Since there are no ground-truth 3D meshes in DAMON, we obtain pseudo ground-truth meshes by running the SOTA human pose and shape network, CLIFF [38]. This strategy works better in practice than using a human-parsing network (e.g. Graphon [19]). It has the advantage of left-right sided part labels, which helps in circumventing left-right ambiguity. It also retains full-visibility under occlusion, which allows reasoning about parts not visible in the original image.

Training and Evaluation. To train DECO, we use the DAMON dataset along with existing datasets with 3D contact labels: RICH [28] and PROX [24]. We evaluate our method on the test splits of DAMON and RICH. To evaluate out-of-domain generalization performance, we also show evaluation on the test split of BEHAVE [3], which is not used in training. We follow [28] and report both count-based evaluation metrics: precision, recall and F1 score and geodesic error, which indicates that DECO has a better generalization ability.

5.1. 3D Contact Estimation

We compare DECO with BSTRO [28] and POSA [25], both of which give dense vertex-level contact on the body mesh. Since POSA needs a posed body mesh as input, we show POSA results when given ground-truth meshes, called POSA$^{\text{GT}}$ and meshes reconstructed by PIXIE [13], called POSA$^{\text{PIXIE}}$. For a fair comparison, we make sure to use the same training data splits in all our evaluations. We report results on RICH-test, BEHAVE-test, and DAMON-test in Tab. 1. For evaluation on RICH-test, we train both BSTRO and DECO on the RICH training split only. This ablates the effect of the DAMON dataset, allowing us to isolate the contribution of the DECO architecture. As shown in Tab. 1, we outperform all baselines across all metrics. Specifically, we report a significant $\sim 11\%$ improvement in F1 score and $7.93$ cm improvement in the geodesic error over the closest baseline, BSTRO. Further, we observe that adding $\mathcal{L}^{2D}_{\text{pal}}$ improves the geodesic error considerably with only a slight trade-off in F1 score. Here, we reiterate the observation in [28] that, while POSA matches DECO in recall, it comes at the cost of precision, resulting in worse F1 scores. Since POSA does not rely on image evidence and only takes the body pose as input, it tends to predict false positives. For qualitative results, see Fig. 7 and Sup. Mat.

Next, we retrain both BSTRO and DECO on all available training datasets, RICH, PROX and DAMON, and evaluate on the DAMON test split. POSA training needs a GT body which is not available in DAMON. This evaluation tests generalization to unconstrained Internet images. Note that to train with $\mathcal{L}^{2D}_{\text{pal}}$, we include HOT images with 2D contact annotations even if they do not have 3D contact labels from DAMON. For these images, we simply turn off $\mathcal{L}^{2D}$. This is because DECO, unlike BSTRO, is compatible with both 3D and 2D contact labels. DECO significantly outperforms all baselines and results in an F1 score of 0.55 vs 0.46 for BSTRO with a 16.18 cm improvement in geodesic error. Notably, the improvement over baselines when including PROX and DAMON in training is higher compared with training only on RICH, which indicates that DECO scales better with more training images compared to BSTRO.

Finally, we evaluate out-of-domain generalization on the unseen BEHAVE [3] dataset. BEHAVE focuses on a single human-object contact per image, even if multiple contacting objects may be present. The focus on single object-contact in the GT contact annotations partly explains why most methods struggle with this dataset. Further, since BEHAVE does not label contact with the ground, for the purpose of evaluation, we mask out contact predictions on the feet. As reported in Tab. 1, we outperform all baselines on both F1 and geodesic error, which indicates that DECO has a better generalization ability.

5.2. Ablation Study

In Tab. 2 we evaluate the impact of our design choices. First, we analyze the effect of using a shared encoder for the scene and the part branch vs separate encoders for both. Compared to having separate encoders without branch-specific losses, a single encoder performs better, which can be attributed to having fewer training parameters. However, any configuration using $\mathcal{L}^{2D}_s$ or $\mathcal{L}^{2D}_p$ outperforms the shared encoder. While $\mathcal{L}^{2D}_s$ contributes improvements to precision, $\mathcal{L}^{2D}_p$ contributes to better recall. This is expected since, intuitively, attending to body parts helps with inferring fine-grained contact, whereas scene context helps to reason
### Methods

<table>
<thead>
<tr>
<th>Methods</th>
<th>Precision</th>
<th>Recall</th>
<th>( \text{F1} )</th>
<th>( \text{geo. (cm)} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>RICH [28]</td>
<td>0.65</td>
<td>0.66</td>
<td>0.63</td>
<td>18.39</td>
</tr>
<tr>
<td>DAMON</td>
<td>0.51</td>
<td>0.53</td>
<td>0.46</td>
<td>38.06</td>
</tr>
<tr>
<td>BEHAVE [3]</td>
<td>0.13</td>
<td>0.03</td>
<td>0.04</td>
<td>50.45</td>
</tr>
<tr>
<td>POSAPIXIE [13, 25]</td>
<td>0.31</td>
<td>0.69</td>
<td>0.39</td>
<td>21.16</td>
</tr>
<tr>
<td>POΣA [13, 25]</td>
<td>0.42</td>
<td>0.34</td>
<td>0.31</td>
<td>33.00</td>
</tr>
<tr>
<td>GT</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>DECO</td>
<td>0.71</td>
<td>0.76</td>
<td>0.70</td>
<td>17.92</td>
</tr>
<tr>
<td>DECO + ( L_{\text{pad}} )</td>
<td>0.71</td>
<td>0.74</td>
<td>0.69</td>
<td>10.46</td>
</tr>
</tbody>
</table>

Table 1: Comparison of DECO with SOTA models on RICH [28], DAMON, and BEHAVE [3]. See discussion in Sec. 5.1.

---

### Ablation study for DECO design choices (Sec. 5.2)

<table>
<thead>
<tr>
<th>( \mathcal{L}_s )</th>
<th>( \mathcal{L}_p )</th>
<th>( \mathcal{L}_{\text{pad}} )</th>
<th>Back.</th>
<th>Precision</th>
<th>Recall</th>
<th>( \text{F1} )</th>
<th>( \text{geo. (cm)} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>shared</td>
<td>✓</td>
<td>✓</td>
<td>HR</td>
<td>0.68</td>
<td>0.76</td>
<td>0.68</td>
<td>20.85</td>
</tr>
<tr>
<td>✓</td>
<td>✓</td>
<td>x</td>
<td>HR</td>
<td>0.67</td>
<td>0.76</td>
<td>0.67</td>
<td>23.54</td>
</tr>
<tr>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>HR</td>
<td>0.68</td>
<td>0.75</td>
<td>0.68</td>
<td>18.44</td>
</tr>
<tr>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>SW</td>
<td>0.68</td>
<td>0.74</td>
<td>0.68</td>
<td>18.37</td>
</tr>
<tr>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>HR</td>
<td>0.71</td>
<td>0.76</td>
<td>0.70</td>
<td>17.92</td>
</tr>
</tbody>
</table>

Table 2: Ablation study for DECO design choices (Sec. 5.2). We ablate: (1) using separate or joint encoders for the scene and body parts, (2) using branch-specific losses, (3) using an HRNET (HR) or Swin (SW) backbone. Bold denotes best performance.

---

about the existence of contact regions. Each one separately helps with geodesic error, but the best performance comes when used together, in terms of both F1 score and geodesic error. Finally, we see that the HRNET backbone outperforms the Swin backbone. This is likely because HRNET is pretrained on human-centric tasks (like our task), whereas Swin is pretrained on ImageNet image classification.

### 5.3. Inferred versus geometric contact

An alternative to directly inferring contact, as DECO does, is to first recover the 3D body and scene and then compute contact geometrically using the distance between the body and scene [73, 81]. If 3D human and scene recovery were accurate, this could be a viable alternative to DECO’s inferred contact. To test this hypothesis we perform an experiment using the two SOTA techniques for 3D human and
object estimation, PHOSA [81] and CHORE [73]. PHOSA works only on 8 objects, and CHORE works on 13. In contrast, DECO supports all 80 object classes in MS-COCO. Because they are optimization based, PHOSA and CHORE are slow, taking 4 mins and 66 secs per image respectively. DECO is real-time and takes 0.012 secs for inference. For fair comparison, we split the DAMON dataset and evaluate using test sets that include only objects supported by either PHOSA or CHORE. We reconstruct the human and object and then recover contact using thresholded distance. CHORE achieves an F1 score of 0.08 as opposed to DECO’s score of 0.48. Similarly, PHOSA achieves an F1 score of 0.18 as opposed to DECO’s score of 0.60. Given the current state of 3D human pose and scene estimation, DECO significantly outperforms geometry-based contact estimation.

6. HPS using DECO contacts

Next we evaluate whether contact information inferred by DECO can be used to improve human pose and shape (HPS) regression; we do so using the PROX “quantitative” dataset [24]. PROX uses an optimization method to fit SMPL-X bodies to images. It further assumes a-priori known 3D scenes and uses manually-annotated contact regions on the body to encourage these body vertices to be in contact with the scene if they are sufficiently close, while penalizing body-scene penetration.

Specifically, we replace the manually-annotated contact vertices with the inferred SMPL-X body-part contact vertices from baseline methods as well as the detailed contact estimated by DECO. For a fair comparison, we follow the same experimental setup as HOT [8] and evaluate all methods using the Vertex-to-Vertex (V2V) error. For the “No contact” setup, we turn off all contact constraints in the optimization process. PROX uses the contact regions on the body from the original method [24]. HOT uses the body-part vertices from the body-part labels predicted by the HOT detector. We also report V2V errors when using the ground-truth (GT) contact vertices. The results in Tab. 3 illustrate the value of inferring detailed contact on the body.

All baselines in Tab. 3 use PROX’s [24] hyperparameters for a fair comparison. PROX uses a Geman-McClure robust error function (GMoF) for the contact term (see Eq.4 in [24]), so that the manually-defined contact areas that lie “close enough” to the scene are snapped onto it. The robust scale term, \( \rho_C = 5e-02 \), is tuned for PROX’s naive contact prediction; this is relatively conservative as PROX uses no image contact for this prediction. Since DECO takes into account the image features, and makes a much more informed contact prediction, we can “relax” this robustness term, and trust the output of DECO regressor more. In Tab. 4 we report a sensitivity analysis by varying \( \rho_C \) with DECO’s contact predictions. The results verify that we can trust DECO’s contacts more, and that there is a sweet spot for \( \rho_C = 1.0 \). This suggests that exploiting inferred contact is a promising direction for improving HPS estimates.

7. Conclusion

We focus on detecting 3D human-object contact from a single image taken in the wild; existing methods perform poorly for such images. To this end, we use crowd-sourcing to collect DAMON, a rich dataset of in-the-wild images paired with pseudo ground-truth 3D contacts on the vertex level, as well as labels for the involved objects and body parts. Using DAMON, we train DECO, a novel model that detects contact on a 3D body from a single color image. DECO’s novelty lies in cross-attending to both the relevant body parts and scene elements, while it also anchors the inferred 3D contacts to the relevant 2D pixels. Experiments show that DECO outperforms existing work by a good margin, and generalizes reasonably well in the wild. To enable further research, we release our data, models and code.

Future work: DECO currently reasons about contact between a single person, the scene, and multiple objects. Our labelling tool and DECO could be extended to fine-grained human-human, human-animal and self-contact. Another promising, but challenging, direction would be to leverage captions in existing datasets, or methods that infer captions for unlabeled images, via large language models (LLM).
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