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Abstract

Vision-and-language navigation (VLN) enables the
agent to navigate to a remote location following the nat-
ural language instruction in 3D environments. To repre-
sent the previously visited environment, most approaches
for VLN implement memory using recurrent states, topolog-
ical maps, or top-down semantic maps. In contrast to these
approaches, we build the top-down egocentric and dynam-
ically growing Grid Memory Map (i.e., GridMM) to struc-
ture the visited environment. From a global perspective, his-
torical observations are projected into a unified grid map in
a top-down view, which can better represent the spatial rela-
tions of the environment. From a local perspective, we fur-
ther propose an instruction relevance aggregation method
to capture fine-grained visual clues in each grid region. Ex-
tensive experiments are conducted on both the REVERIE,
R2R, SOON datasets in the discrete environments, and the
R2R-CE dataset in the continuous environments, showing
the superiority of our proposed method. The source code is
available at https://github.com/MrZihan/GridMM.

1. Introduction

Vision-and-language navigation (VLN) tasks [4, 33, 40]
require an agent to understand natural language instructions
and act according to the instructions. Two distinct VLN
scenarios have been proposed, being navigation in discrete
environments (e.g., R2R [4], REVERIE [40], SOON [62])
and in continuous environments (e.g., R2R-CE [32], RxR-
CE [33]). The discrete environment in VLN is abstracted as
the topology structure of interconnected navigable nodes.
With the connectivity graph, the agent can move to an ad-
jacent node on the graph by selecting a direction from nav-
igable directions. Different from the discrete environments,
VLN in continuous environments require the agent to move
through low-level controls (i.e., turn left 15 degrees, turn

Instruction: Walk straight ahead and turn right to cross in front of
the refrigerator. Walk past the wood table and chairs on your right
and turn right. Stop in between the blue couch and the wood table.

(c) Our grid memory map

(a) The topological map

(b) The top-down semantic map
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Figure 1. Illustration of different methods to represent the environ-
ment with maps for VLN.

right 15 degrees, or move forward 0.25 meters), which is
closer to real-world robot navigation and more challenging.

Whether in discrete environments or continuous envi-
ronments, historical information during navigation plays an
important role in environment understanding and instruc-
tion grounding. In previous works [4, 18, 49, 55, 25], re-
current states are most commonly used as historical infor-
mation for VLN, which encode historical observations and
actions within a fixed-size state vector. However, such con-
densed states might be insufficient for capturing essential
information in trajectory history. Therefore, Episodic trans-
former [39] and HAMT [12] propose to directly encode
the trajectory history and actions as a sequence of previ-
ous observations instead of using recurrent states. Further-
more, in order to structure the visited environment and make
global planning, a few recent approaches [10, 14, 34] struc-
ture the topological map, as shown in Fig. 1(a). However,
these methods are difficult to represent the spatial relations
among objects and scenes in historical observations, thus a
lot of detailed information is lost. As shown in Fig. 1(b),
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more recent works [27, 19, 11, 26] model the navigation
environment using the top-down semantic map, which rep-
resents spatial relations more precisely. But the semantic
concepts are extremely limited due to the pre-defined se-
mantic labels. So the objects or scenes, which are not in-
cluded in prior semantic labels, cannot be represented, such
as the “refrigerator” in Fig. 1(b). Moreover, as illustrated in
Fig. 1(b), the objects with diverse attributes such as “wood
table” and “blue couch” cannot be fully expressed by the
semantic map which misses object attributes.

In contrast to the above works [10, 14, 19, 26], we pro-
pose the Grid Memory Map (i.e., GridMM), a visual repre-
sentation structure for modeling global historical observa-
tions during navigation. Different from BEVBert [1], who
applies local hybrid metric maps for short-term reasoning,
our GridMM leverages both temporal and spatial informa-
tion to depict the globally visited environment. Specif-
ically, the grid map divides the visited environment into
many equally large grid regions, and each grid region con-
tains many fine-grained visual features. We dynamically
construct a grid memory bank to update the grid map dur-
ing navigation. At each step of navigation, the visual fea-
tures from the pre-trained CLIP [43] model are saved into
the memory bank, and all of them are categorized into
the grid map regions based on their coordinates calculated
via the depth information. To obtain the representation of
each region, we design an instruction relevance aggrega-
tion method to capture the visual features most relevant
to instructions and aggregate them into one holistic fea-
ture. With the help of N×N aggregated map features, the
agent is able to accurately conduct the next action planning.
A wealth of experiments illustrate the effectiveness of our
GridMM compared with the previous methods.

In summary, we make the following contributions:

• We propose the Grid Memory Map for VLN to struc-
ture the global space-time relations of the visited en-
vironment and adopt instruction relevance aggregation
to capture visual clues relevant to instructions.

• We comprehensively compare different maps repre-
senting the visited environment in VLN and analyze
the characteristics of our proposed GridMM, which de-
picts more fine-grained information and gives some in-
sights into future works in VLN.

• Extensive experiments are conducted to verify the ef-
fectiveness of our method in both discrete environ-
ments and continuous environments, which show that
our method outperforms existing methods on many
benchmark datasets.

2. Related work
Vision-and-Language Navigation (VLN). VLN [4, 55, 23,
53, 41, 14, 13] has received significant attention in recent

years with the continual improvement. The VLN tasks in-
clude step-by-step instructions such as R2R [4] and RxR
[33], navigation with dialog such as CVDN [52], and nav-
igation for remote object grounding such as REVERIE
[40] and SOON [62]. All tasks require the agent’s abil-
ity to use time-dependent visual observations for decision-
making. Restricted by the heavy computation of exploring
the large action space in continuous environments, early
works mainly focused on discrete environments. Among
them, a recurrent unit is usually utilized to encode histor-
ical observations and actions within a fixed-size state vec-
tor [4, 18, 49, 55, 25]. Instead of relying on the recur-
rent states, HAMT [12] explicitly encodes the panoramic
observation history to capture long-range dependency, and
DUET [14] proposes to encode the topological map for effi-
cient global planning. Inspired by the success of vision-and-
language pre-training [48, 43], HOP [41, 42] utilizes well-
designed proxy tasks for pre-training to enhance the interac-
tion between vision and language modalities. ADAPT [38]
employs action prompts to improve the cross-modal align-
ment ability. Based on data augmentation methods, some
approaches enlarge training data of visual modality [28]
and linguistic modality [18, 37, 17, 29] depending on ex-
isting VLN datasets. Moreover, AirBERT [20] and HM3D-
AutoVLN [13] improve the performance by creating large-
scale training dataset. KERM [36] utilizes a large knowl-
edge base to depict navigation views for better generaliza-
tion ability. In this work, we propose a dynamically grow-
ing grid memory map for structuring the visited environ-
ment and making long-term planning, which facilitates en-
vironment understanding and instruction grounding.

VLN in Continuous Environments (VLN-CE). VLN-
CE [32] converts the topologically-defined VLN tasks such
as R2R [4] into the continuous environment tasks, which
is closer to real-world navigation. Different from the dis-
crete environments, the agent in VLN-CE must navigate
to the destination by selecting low-level action, similar to
some visual navigation tasks [59, 58, 35, 60, 50, 51, 63].
Some approaches [19, 11] apply top-down semantic maps
for environment understanding and use language-aligned
waypoints supervision [27] for action prediction. Re-
cently, Bridging [24] and Sim-2-Sim [31] for transferring
pre-trained VLN agents to continuous environments have
achieved considerable results. Compared with training
agents from scratch in VLN-CE, this strategy can reduce
the computational cost of pre-training and accelerate model
convergence. In this work, we pre-train our model based on
the proposed GridMM in discrete environments and then
transfer the model to continuous environments. Experi-
ments in both discrete environments and continuous envi-
ronments illustrate the effectiveness of our method.

Maps for Navigation. The works on visual naviga-
tion [21, 8, 56] and other 3D indoor scene understand-
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Figure 2. The overall pipeline. At step t, fine-grained grid features Gt are extracted from panoramic observations Rt and stored into grid
memory Mt with their absolute coordinates (calculated via depth images Dt and coordinate of the agent). Waypoints of trajectory are
represented via panoramic features O

′
t, and then stored into trajectory memory Tt. An egocentric grid memory map can be constructed

by projecting all features of Mt into a unified square map with N×N cells. Map features can be obtained by aggregating all features
in each cell with an instruction relevance method. Panoramic view features, map features, and trajectory features are fed into a two-stage
cross-modal encoder for action reasoning. For simplicity, layer normalization, feed-forward network, and residual structure are omitted
from this figure. Best viewed in color.

ing tasks [22, 5, 6, 15] has a long tradition of construct-
ing maps. Some works represent the map as topologi-
cal structures for back-tracking to other locations [10] or
supporting global action planning [14]. In addition, some
approaches [19, 26] construct a top-down semantic map
to more precisely represent spatial relations of the envi-
ronment. Recently, BEVBert [1] introduced topo-metric
maps from robotics into VLN, which uses topological maps
for long-term planning and applies hybrid metric maps for
short-term reasoning. Its metric map divides the local en-
vironment around the agent into 21×21 cells, and each
cell represents a square region with a side length of 0.5m.
Moreover, the short-term visual observations within two
steps are mapped into these cells. However, our GridMM
is completely different in terms of: (1) BEVBert enriches
the representations of the local observation with grid fea-
tures. Our GridMM aims to perceive more space-time re-
lationships with the dynamically growing grid map, which
leverages both temporal and spatial information to depict
the globally visited environment. (2) The grid-based met-
ric map in BEVBert is only used for local action prediction.
Our GridMM expands with the expansion of the visited en-
vironment, providing spatial enhanced representations for

both local and global action prediction. (3) The represen-
tations of the metric map for BEVBert are only the visual
features. The representations of each cell in our GridMM
are self-adapted to the instructions, which contain both vi-
sual and linguistic information.

3. Method
3.1. Navigation Setups

For VLN in discrete environments, the navigation con-
nectivity graph G = {V, E} is provided in the Matterport3D
simulator [7], where V denotes navigable nodes and E de-
notes edges. An agent is equipped with RGB and depth
cameras, and a GPS sensor. Initialized at a starting node
and given natural language instructions, the agent needs to
explore the navigation connectivity graph G and reach the
target node. W = {wl}Ll=1 denote the word embeddings of
the instruction with L words. At each time step t, the agent
observes panoramic RGB images Rt = {rt,k}Kk=1 and the
depth images Dt = {dt,k}Kk=1 of its current node Vt, which
contains K single view images. The agent is aware of a few
navigable views N (Rt) ∈ Rt corresponding to its neigh-
boring nodes and their coordinates.
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VLN in continuous environments is established over
Habitat [47], where the agent’s position Pt can be any point
in the open space. In each navigation step, we use a pre-
trained waypoint predictor [24] to generate navigable way-
points in continuous environments, which assimilates the
task with the VLN in discrete environments.

3.2. Grid Memory Mapping

As illustrated in Fig. 2, we present our grid memory
mapping pipeline. At each navigation step t, we first store
the fine-grained visual features and their corresponding co-
ordinates in the grid memory. For the panoramic RGB
images Rt = {rt,k}Kk=1, we use a pre-trained CLIP-ViT-
B/32 [43] model to extract grid features Gt = {gt,k ∈
RH×W×D}Kk=1, and the grid feature of row h column w
is denoted as gt,k,h,w ∈ RD. The corresponding depth im-
ages Dt are downsized to the same scale as D′

t = {d′

t,k ∈
RH×W }Kk=1, and the depth value of row h column w is
denoted as d

′

t,k,h,w. For convenience, we denote all the
subscripts (k, h, w) as i, where i ranges from 1 to I , and
I = K·H·W . So gt,k,h,w is denoted as ĝt,i, and dt,k,h,w
is denoted as d̂t,i. Similar to [3, 26], we can calculate the
absolute coordinates P (ĝt,i) of ĝt,i:

P (ĝt,i) = (xt,i , yt,i) (1)

= (Xt + dlinet,i · cosθt,i , Yt + dlinet,i · sinθt,i)
where (Xt,Yt) denotes the agent’s current coordinate, θt,i
denotes the heading angle between ĝt,i and the current ori-
entation of agent, dlinet,i denotes the euclidean distance be-
tween ĝt,i and the agent, which can be calculated via d̂t,i
and θt,i. We store all these grid features and their absolute
coordinates in the grid memory:

Mt = Mt−1 ∪ {[ĝt,i, P (ĝt,i)]}Ii=1 (2)
Then we propose a dynamic coordinate transformation

method for constructing the grid memory map using visual
features in grid memory Mt. Intuitively, we can construct
the maps as shown in Fig. 3(a). The visited environment is
represented by projecting all historical observations ĝt,i into
unified maps based on their absolute coordinates P (ĝt,i).
However, such maps have two drawbacks. First, it is not
efficient enough to align the candidate observations and the
instruction with the absolute coordinate. Second, it is dif-
ficult to determine the scale and extent of the map without
prior information about the environment [61].

To address these deficiencies, we propose a new mapping
method to construct the top-down egocentric and dynami-
cally growing map, as illustrated in Fig. 3(b). At each step,
we build a grid map in an egocentric view by projecting all
features of the grid memory Mt into a new planar cartesian
coordinate system with the agent’s position as the coordi-
nate origin and the agent’s current direction as the positive
direction of the y-axis. In this new coordinate system, for
each grid feature ĝs,i in Mt (where s ranges from 1 to t),

(a)

(b)

Y Y Y

Y Y Y

X X X

X X X

1 1 2 1 2

3
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1 2 3 2 4

1

3

Figure 3. Maps in (a) use the absolute coordinate with a constant
side length and coordinate origin. Maps in (b) use dynamically rel-
ative coordinates that the side length increases with the expansion
of the visited environment, taking the position of the current agent
as the coordinate origin and the direction of the current agent as
the positive direction of the y-axis. Please zoom in for best view.

we can calculate the new relative coordinates P rel
t (ĝs,i) in

time step t:
P rel
t (ĝs,i) = (xrel

s,i , yrels,i )

= ( (xs,i −Xt) · cosΘt + (ys,i − Yt) · sinΘt ,

(ys,i − Yt) · cosΘt − (xs,i −Xt) · sinΘt ) (3)
where Θt represents the heading angle between the new co-
ordinate system and the old coordinate system.

Further, we construct the grid memory map (i.e.,
GridMM) via the grid features and their new coordinates.
At step t, the grid memory map takes Lt as the side length:

Lt = 2 ·max(max({{|xrel
s,i |}Ii=1}ts=1) , (4)

max({{|yrels,i |}Ii=1}ts=1) )

So that the size of the GridMM increases with the expan-
sion of the visited environment. The agent is always in
the center of this map and the map is aligned with cur-
rent panoramic observations in an egocentric view. Then
the map is divided into N×N cells and all features of Mt

are projected into these cells according to their new rel-
ative coordinates. Finally, we construct the grid memory
map Mrel

t with N×N cells, and each cell contains multi-
ple fine-grained visual features. After aggregating all visual
features in each cell into one embedding vector, the map
features Mt ∈ RN×N×D is obtained. The detailed aggre-
gation method is described in Sec. 3.3.2.

3.3. Model Architecture

3.3.1 Instruction and Observation Encoding

For instruction encoding, each word embedding in W is
added with a position embedding and a token type embed-
ding. All tokens are then fed into a multi-layer transformer
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to obtain word representations, denoted as W ′
= {w′

l}Ll=1.
For view images Rt of the panoramic observation, we

use the ViT-B/16 [16] pre-trained on ImageNet to extract
visual features R′

t. Then we represent their relative angles
as at = (sinθat , cosθ

a
t , sinφ

a
t , cosφ

a
t ), where θat and φa

t

are the relative heading and elevation angles to the agent’s
orientation. The candidate waypoints are represented as
N (R′

t), and the line distance between waypoints and the
current agent is denoted as bt. Similarly, we represent the
relative angles between the agent and the start waypoint
as ct = (sinθct , cosθ

c
t , sinφ

c
t , cosφ

c
t). Then we concate-

nate the line distance distline(V0,Vt), navigation trajectory
length disttraj(V0,Vt), and action step diststep(V0,Vt)
between agent and the start waypoint to obtain et =
(distline(V0,Vt), disttraj(V0,Vt), diststep(V0,Vt)). Fi-
nally, the observation embeddings are as follows:

Ot = LN(WO
1 [R

′
t;N (R

′
t)]) + LN(WO

2 [at; bt; ct; et]) (5)

where the LN denotes layer normalization, WO
1 and WO

2

are learnable parameters. A special “stop” token Ot,0 is
added to Ot for the stop action. We use a two-layer trans-
former to model relations among observation embeddings
and output O′

t.

3.3.2 Grid Memory Encoding

As described in Sec. 3.2, we need to aggregate multiple grid
features in each cell into one embedding vector. Due to the
complexity of the navigation environment, a large number
of grid features within each cell region are not all needed
by the agent to complete navigation. The agent needs more
critical and highly correlated information with current in-
struction to understand the environment. Therefore, we
propose an instruction relevance method to aggregate fea-
tures in each cell. Specifically, for grid features in each cell
Mrel

t,m,n = {ĝt,j ∈ RD}Jj=1, where the corresponding co-
ordinates {P rel(ĝt,j)}Jj=1 are all within the cell of row m
column n, the number of features in this cell is J . We eval-
uate the relevance of each grid feature to each token of nav-
igation instruction by computing the relevance matrix A as:

A = (Mrel
t,m,nW

A
1 )(W

′
WA

2 )T (6)

where WA
1 and WA

2 are learnable parameters. After that,
we compute the row-wise max-pooling on A to evaluate the
relevance of each grid feature to the instruction as:

αj = max({Aj,l}Ll=1) (7)
At last, we aggregate the grid features within each cell into
an embedding vector Et,m,n:

η = softmax({αj}Jj=1) (8)

Et,m,n =

J∑
j=1

ηj(W
E ĝt,j) (9)
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Figure 4. The detailed architecture for action prediction.

where WE are learnable parameters. To represent the spa-
tial relations, we introduce positional information into our
grid memory map. Specifically, between each cell center
and agent, we denote the line distance as qMt and represent
relative heading angles as hM

t = (sinΦM
t , cosΦM

t ). Then
the map features can be obtained:

Mt = LN(Et) + LN(WM [qMt ;hM
t ]) (10)

where WM are learnable parameters.

3.3.3 Navigation Trajectory Encoding

In order to implement global action planning, we further
introduce the navigation trajectory into our GridMM. As
shown in Sec. 3.3.1, at time step t, the agent receives
panoramic features O′

t of waypoint Vt. Then we can ob-
tain visual representation Avg(O′

t) of the current waypoint
by average pooling of O′

t. As the agent also partially ob-
serves candidate waypoints, we use the view image fea-
tures N (O′

t) that contains these navigable waypoints as
their visual representation. Between waypoints and cur-
rent agent, we denote the line distances as qT , the relative
heading angles as hT

t = (sinΦT
t , cosΦ

T
t ), and the action

step embeddings as uT . All historical waypoint features
{Avg(O′

i)}
t−1
i=1 , current waypoint feature Avg(O′

t) and the
candidate waypoint features N (O′

t) form the navigation tra-
jectory:

Tt = [{LN(Avg(O
′

i)) + LN(W T
1 [qTi ;hT

i ]) + uT
i }ti=1;

LN(N (O
′

t)) + LN(W T
2 [qTN ;hT

N ]) + uT
N ] (11)

where W T
1 and W T

2 are learnable parameters, a special
“stop” token Tt,0 is added to Tt for the stop action.

3.3.4 Cross-modal Reasoning

As illustrated in Fig. 2, we concatenate map features and
navigation trajectory as [Mt; Tt], and then use a cross-modal
transformer to fuse features from instruction W ′

and model
space-time relations, forming the features [M

′

t ; T
′

t ]. We
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specifically design a training loss LHER (illustrated in Sec.
3.4) to supervise this module.

Subsequently, we use another cross-modal transformer
with 4 layers to model vision-language relations and space-
time relations. Specifically, each transformer layer consists
of a cross-attention layer and a self-attention layer. For the
cross-attention layer, we input panoramic observation and
navigation trajectory [O′

t; T
′

t ] as queries which attend over
encoded instruction tokens, navigation trajectory and map
features [W ′

; T ′

t ;M
′

t ]. And then, the self-attention layer
takes encoded panoramic observation and navigation tra-
jectory as input for action reasoning, where the output is
denoted as [Ôt; T̂t].

3.3.5 Action Prediction

We predict local navigation scores for the candidate views
N (Ôt) as below:

SO
t = FFN(N (Ôt)) (12)

and predict global navigation scores for the candidate navi-
gable waypoints N (T̂t) as below:

ST
t = FFN(N (T̂t)) (13)

where FFN denotes a two-layer feed-forward network. To
be noted, SO

t,0 and ST
t,0 are the stop scores. Two separate

FFNs are used to predict local action scores and global ac-
tion scores, we gated fuse the scores following [14]:

Sfusion
t = λtS

O
t + (1− λt)S

T
t (14)

where λt = sigmoid(FFN([Ôt,0; T̂t,0])).
As illustrated in Fig. 2, Mt is the set of extracted fea-

tures, and Mrel
t is the projected features with relative coor-

dinates. Mrel
t,m,n is a subset of Mrel

t within a cell, and Mt

is the obtained map features after aggregation. Meanwhile,
the detailed architecture for action prediction is illustrated
in Fig. 4. For loss functions, MLM and MVM are em-
ployed in the same ways as previous works [14] (which are
omitted in Fig. 2 and Fig. 4). The SAP loss and HER
loss are clearly described in Sec. 3.4. The candidate views
are part of the agent’s current panoramic observation as
candidates for local action prediction. But the candidate
waypoints are candidate locations in the global grid map
for global action prediction. We use “Dynamic Fusion” to
gated fuse these two action scores following DUET [14].

3.4. Pre-training and Fine-tuning

Pre-training. We utilize four tasks to pre-train our model.
1) Masked language modeling (MLM). We randomly

mask out the words of the instruction with a probability of
15% and then predict the masked words Wmasked.

2) Masked view modeling (MVM). We randomly mask
out view images with a probability of 15% and predict the
semantic labels of masked view images. Similar to [14],

the target labels for view images are obtained by an image
classification model [16] pre-trained on ImageNet.

3) Single-step action prediction (SAP). Given the ground
truth action At, the SAP loss is defined as follows:

LSAP =

T∑
t=1

CrossEntropy(Sfusion
t ,At) (15)

4) Historical environment reasoning (HER). The HER
requires the agent to predict the next action only based
on the map features and navigation trajectory, without
panoramic observations:

SHER
t = FFN(N (T

′

t )) (16)

LHER =

T∑
t=1

CrossEntropy(SHER
t ,At) (17)

Fine-tuning. For fine-tuning, we follow existing
works [14, 24] to use Dagger [46] training techniques.
Different from the pre-training process which uses the
demonstration path, the supervision of fine-tuning is from a
pseudo-interactive demonstrator which selects a navigable
waypoint as the next target with the overall shortest
distance from the current waypoint to the destination.

4. Experiment
4.1. Datasets and Evaluation Metrics

We evaluate our model on the REVERIE [40], R2R [4],
SOON [62] datasets in discrete environments and R2R-CE
[32] in continuous environments.

REVERIE contains high-level instructions which con-
tain 21 words on average and the path length is between 4
and 7 steps. The predefined object bounding boxes are pro-
vided for each panorama, and the agent should select the
correct object bounding box from candidates at the end of
the navigation path.

R2R provides step-by-step instructions. The average
length of instructions is 32 words and the average path
length is 6 steps.

SOON also provides instructions that describe the tar-
get locations and target objects. The average length of in-
structions is 47 words, and the path length is between 2 and
21 steps. However, the object bounding boxes are not pro-
vided, the agent needs to predict the center location of the
target object. Similar to the settings in [14], we use object
detectors [2] to obtain candidate object boxes.

R2R-CE are collected based on the discrete Matter-
port3D environments [7], but use the Habitat simulator [44]
to navigate in the continuous environments.

There are several standard metrics [4, 40] in VLN for
evaluating the agent’s performance, including Trajectory
Length (TL), Navigation Error (NE), Success Rate (SR), SR
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Methods
Val Unseen Test Unseen

Navigation Grounding Navigation Grounding
TL↓ OSR↑ SR↑ SPL↑ RGS↑ RGSPL↑ TL↓ OSR↑ SR↑ SPL↑ RGS↑ RGSPL↑

VLNBERT [25] 16.78 35.02 30.67 24.90 18.77 15.27 15.68 32.91 29.61 23.99 16.50 13.51
AirBERT [20] 18.71 34.51 27.89 21.88 18.23 14.18 17.91 34.20 30.28 23.61 16.83 13.28

HOP [41] 16.46 36.24 31.78 26.11 18.85 15.73 16.38 33.06 30.17 24.34 17.69 14.34
HAMT [12] 14.08 36.84 32.95 30.20 18.92 17.28 13.62 33.41 30.40 26.67 14.88 13.08
TD-STP [61] - 39.48 34.88 27.32 21.16 16.56 - 40.26 35.89 27.51 19.88 15.40
DUET [14] 22.11 51.07 46.98 33.73 32.15 23.03 21.30 56.91 52.51 36.06 31.88 22.06

BEVBert [1] - 56.40 51.78 36.37 34.71 24.44 - 57.26 52.81 36.41 32.06 22.09
GridMM (Ours) 23.20 57.48 51.37 36.47 34.57 24.56 19.97 59.55 53.13 36.60 34.87 23.45

Table 1. Evaluation on the REVERIE dataset.

given the Oracle stop policy (OSR), Normalized inverse of
the Path Length (SPL), Remote Grounding Success (RGS),
and RGS penalized by Path Length (RGSPL).

4.2. Implementation Details

We adopt the pre-trained CLIP-ViT-B/32 [43] to extract
grid features Gt on all datasets. We use the ViT-B/16
[16] pre-trained on ImageNet to extract panoramic view
features R′

t on all datasets and extract object features on
the REVERIE dataset as it provides bounding boxes. The
BUTD object detector [2] is utilized on the SOON dataset
to extract object bounding boxes. The number of layers for
the language encoder, panorama encoder, map and trajec-
tory encoder, and the cross-modal reasoning encoder are re-
spectively set as 9, 2, 1, and 4 as shown in Fig. 2, all with a
hidden size of 768. The parameters of all transformer layers
are initialized with the pre-trained LXMERT [48].

4.3. Comparison to State-of-the-Art Methods

Table 1,2,3 compare our approach with the previous
VLN methods on the REVERIE, R2R and SOON bench-
marks. Table 4 compares our approach with the previous
VLN-CE methods on the R2R-CE benchmark. Our ap-
proach achieves state-of-the-art performance on most met-
rics, demonstrating the effectiveness of the proposed ap-
proach. For the val unseen split of the REVERIE dataset in
Table 1, our model outperforms the previous DUET [14] by
4.39% on SR and 2.74% on SPL. As shown in Table 2 and
3, it also shows performance gains on the R2R and SOON
dataset compared to DUET. In particular, our approach sig-
nificantly outperforms all previous methods on the R2R-CE
dataset in Table 4, demonstrating the effectiveness of our
GridMM for VLN-CE.

4.4. Ablation Study

We compare the performance of different maps repre-
senting the visited environments on the val unseen split of
the R2R-CE dataset.

Methods
Val Unseen Test Unseen

TL↓ NE↓ SR↑ SPL↑ TL↓ NE↓ SR↑ SPL↑
VLNBERT [25] 12.01 3.93 63 57 12.35 4.09 63 57
AirBERT [20] 11.78 4.01 62 56 12.41 4.13 62 57

SEvol [9] 12.26 3.99 62 57 13.40 4.13 62 57
HOP [41] 12.27 3.80 64 57 12.68 3.83 64 59

HAMT [12] 11.46 2.29 66 61 12.27 3.93 65 60
TD-STP [61] - 3.22 70 63 - 3.73 67 61
DUET [14] 13.94 3.31 72 60 14.73 3.65 69 59

BEVBert [1] 14.55 2.81 75 64 15.87 3.13 73 62
GridMM (Ours) 13.27 2.83 75 64 14.43 3.35 73 62

Table 2. Evaluation on the R2R dataset.

Split Method TL↓ OSR↑ SR↑ SPL↑ RGSPL↑

Val Unseen
GBE [62] 28.96 28.54 19.52 13.34 1.16

DUET [14] 36.20 50.91 36.28 22.58 3.75
GridMM (Ours) 38.92 53.39 37.46 24.81 3.91

Test Unseen
GBE [62] 27.88 21.45 12.90 9.23 0.45

DUET [14] 41.83 43.00 33.44 21.42 4.17
GridMM (Ours) 46.20 48.02 36.27 21.25 4.15

Table 3. Evaluation on the SOON dataset.

1) Grid memory map vs. other maps. As shown in Ta-
ble 5, we compare the effects of three different maps on the
R2R-CE dataset. For row 2, we followed the same model
structure as [14]. For row 3, we take the top-down semantic
map as a substitute for grid features. Specifically, we fol-
lowed CM2 [19] to obtain an egocentric top-down semantic
map, and use a convolution layer to extract semantic fea-
tures in each cell instead of grid features. Row 4 uses a pre-
trained object detection model VinVL [57] to detect multi-
ple objects and extract their features as substitutes for grid
features. More detailed experimental setups can be found in
the supplementary materials.

In Table 5, all results with maps (rows 2-5) are better
than the baseline method (row 1), which fully demonstrates
the necessity of constructing maps representing the environ-
ments for VLN. Furthermore, our GridMM is better than
DUET (topological map), as GridMM contains more fine-
grained information. The method with a top-down semantic
map (row 3) is beneficial to navigation, but it is still inferior
to row 4, row 5, and even row 2 with the topological map.
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Methods
Val Seen Val Unseen Test Unseen

TL↓ NE↓ OSR↑ SR↑ SPL↑ TL↓ NE↓ OSR↑ SR↑ SPL↑ TL↓ NE↓ OSR↑ SR↑ SPL↑
VLN-CE∗ [32] 9.26 7.12 46 37 35 8.64 7.37 40 32 30 8.85 7.91 36 28 25
AG-CMTP [10] - 6.60 56.2 35.9 30.5 - 7.9 39.2 23.1 19.1 - - - - -
R2R-CMTP [10] - 7.10 45.4 36.1 31.2 - 7.9 38.0 26.4 22.7 - - - - -

WPN [30] 8.54 5.48 53 46 43 7.62 6.31 40 36 34 8.02 6.65 37 32 30
LAW∗ [45] 9.34 6.35 49 40 37 8.89 6.83 44 35 31 - - - - -
CM2∗ [19] 12.05 6.10 50.7 42.9 34.8 11.54 7.02 41.5 34.3 27.6 13.9 7.7 39 31 24

CM2-GT∗ [19] 12.60 4.81 58.3 52.8 41.8 10.68 6.23 41.3 37.0 30.6 - - - - -
WS-MGridMM∗ [11] 10.12 5.65 51.7 46.9 43.4 10.00 6.28 47.6 38.9 34.3 12.30 7.11 45 35 28

Sim-2-Sim [31] 11.18 4.67 61 52 44 10.69 6.07 52 43 36 11.43 6.17 52 44 37
ERG† [54] 11.8 5.04 61 46 42 9.96 6.20 48 39 35 - - - - -

CMA† [24] 11.47 5.20 61 51 45 10.90 6.20 52 41 36 11.85 6.30 49 38 33
VLNBERT† [24] 12.50 5.02 59 50 44 12.23 5.74 53 44 39 13.31 5.89 51 42 36

DUET† (Ours) [14] 12.62 4.13 67 57 49 13.04 5.26 58 47 39 13.13 5.82 50 42 36
GridMM† (Ours) 12.69 4.21 69 59 51 13.36 5.11 61 49 41 13.31 5.64 56 46 39

Table 4. Evaluation on the R2R-CE dataset. The methods marked with ∗ use a forward-facing camera with a 90-degree HFOV instead of
panoramic images. The methods marked with † use the same waypoint predictor [24] for a fair comparison. Especially, we transfer the
pre-trained DUET model to R2R-CE.

Mapping methods TL↓ NE↓ OSR↑ SR↑ SPL↑
No Map 14.61 5.64 57.24 45.19 37.82

DUET (topological map) 13.04 5.26 57.91 47.02 38.86
Top-down semantic map 13.78 5.33 57.46 46.36 38.41
Map with object features 13.15 5.39 59.12 47.61 40.13

Our GridMM 13.36 5.11 60.90 49.05 40.99
Table 5. Comparison among different maps on the val unseen split
of the R2R-CE dataset. Row 1 is our baseline method that uses our
proposed model but without grid features. Row 3 takes top-down
semantic maps as substitutes for grid features. Row 4 takes object
features extracted from a detection model [57] as substitutes for
grid features. Row 5 is our proposed GridMM.

GridMM Ego. Traj. Instr. TL↓ NE↓ OSR↑ SR↑ SPL↑
✓ ✓ 14.61 5.64 57.24 45.19 37.82

✓ ✓ ✓ 13.24 5.23 59.11 48.72 40.14
✓ ✓ ✓ 13.14 5.24 58.35 47.42 39.41
✓ ✓ ✓ 13.22 5.39 59.75 48.63 39.83
✓ ✓ ✓ ✓ 13.36 5.11 60.90 49.05 40.99

Table 6. Ablation study results on the val unseen split of R2R-
CE dataset. “GridMM” denotes using grid memory map. “Ego.”
denotes using the egocentric view shown in Fig. 3(b) instead of
the map in Fig. 3(a). “Traj.” denotes using trajectory memory and
features. “Instr.” denotes using instruction relevance aggregation
method instead of average pooling grid features in each cell.

Map scale TL↓ NE↓ OSR↑ SR↑ SPL↑
8×8 13.42 5.23 58.58 47.07 39.49

14×14 13.36 5.11 60.90 49.05 40.99
20×20 12.59 4.95 57.86 49.86 42.52

Table 7. The effect of different map scales on the val unseen split
of the R2R-CE dataset.

The reason is that map features extracted from the seman-
tic map have a large gap with panoramic visual features.

Results in Table 5 indicate that GridMM is superior to the
topological and semantic maps.

2) Grid features vs. object features. By comparing the
results of row 4 and row 5 in Table 5, we can find out that the
grid map using grid features works better than using object
features. This is mainly because of the following reasons:
(i) Object features from object detection model [57] are not
enough to represent all visual information, such as house
structure and background. (ii) Grid features from CLIP [43]
have larger semantic space and better generalization ability.
Different from previous methods [9] [54] of obtaining en-
vironment representation based on objects, grid features are
of great importance for representing environments.

3) Is it necessary that map in an egocentric view? As
shown in Sec. 3.2 and Fig. 3, we discussed two coordi-
nate systems for our grid memory map, i.e., absolute co-
ordinates and dynamically relative coordinates. Row 2 in
Table 6 shows the results of the absolute coordinate system,
where the results are obtained by removing the process of
coordinate transformation (i.e., depicted in Equation 3) but
the side length Lt of the map increases with the expansion
of the visited environment (i.e., depicted in Equation 4). For
the settings in row 2, qMt and hM

t (i.e., depicted in Sec.
3.3.2) are replaced with the line distance and heading angle
between each cell center and the start waypoint. The exper-
imental results show that the egocentric relative coordinate
system works better than the absolute coordinate system. It
is mainly because maps with the absolute coordinate are not
efficient enough to align the candidate observations and the
instruction.
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4) The effect of navigation trajectory information. As
illustrated in Table 6, row 3 is inferior to row 5. The results
verify the necessity of navigation trajectory, which helps
with instruction grounding. The hypothesis is that the navi-
gation trajectory can provide information for grounding the
next step to “cross in front of the refrigerator” or to “walk
past the wood table and chairs on your right”, as illustrated
in Fig. 1 (c).

5) The effect of instruction relevance aggregation
method. As shown in Table 6, row 5 with instruction rele-
vance aggregation has better performance than row 4. Row
4 simply aggregates features in each map cell via average
pooling, which makes it difficult to dig out critical visual
cues. Our aggregation method evaluates the relevance of
each grid feature to navigation instruction and uses the at-
tention mechanism to filter out irrelevant features and cap-
ture critical clues.

6) The effect of map scale. As shown in Table 7, we eval-
uate the scale of our GridMM. We observe an upward trend
in navigation performance as the map scale increases. This
is mainly because a map with a larger scale can accommo-
date more environmental details and represent spatial rela-
tions more precisely. However, increasing the map scale
leads to heavy computational cost but the gains are slight.
So we choose a relatively balanced scale (i.e., 14×14).

4.5. Statistical Analyses
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Figure 5. The side length of the Grid Memory Map increases with
the time steps. The x-axis indicates the time steps, and the y-axis
is the average side length (meters) of the Grid Memory Map.

The side length of the GridMM. As illustrated in Fig. 5,
the side length of GridMM increases with the expansion of
the visited environment. For all datasets, the side length
gradually increases from about 10 meters to about 20 meters
during navigation. Obviously, the fixed-size map is difficult
to adapt to the visited environment that constantly expands,
thus our GridMM with a dynamically relative coordinate

0 3 6 9 12 15 18 21
Time steps

200

400

600

800

1000

1200

Th
e 

m
ax

im
um

 n
um

be
r

 o
f g

rid
 fe

at
ur

es
 w

ith
in

 a
 c

el
l r

eg
io

n

R2R
REVERIE
SOON
R2R-CE

Figure 6. The maximum number of grid features within a cell re-
gion increases with the time steps. The x-axis indicates the navi-
gation time steps, and the y-axis is the maximum number of grid
features within a cell region.

system works better. Compared with other datasets, R2R
has a larger map size at the end of navigation. It shows that
the agent can explore new unvisited environments more on
the R2R dataset.

The number of grid features within each cell region.
As illustrated in Fig. 6, the maximum number of grid fea-
tures within a cell region exceeds 600 at the end of naviga-
tion on all datasets. A large number of grid features within
a cell region contain noise and are redundant. The average
pooling of so many features is not efficient enough, result-
ing in critical cues being overwhelmed by noise. In con-
trast, the instruction relevance aggregation method works
better than the average pooling, which filters out irrelevant
features and captures critical clues.

5. Conclusion
In this paper, we propose a top-down egocentric and dy-

namically growing Grid Memory Map (i.e., GridMM) to
structure the visited environment for VLN. Moreover, an in-
struction relevance aggregation module is proposed to cap-
ture fine-grained visual clues relevant to instructions. We
comprehensively analyze the effectiveness of our model and
compare it with other methods. Our GridMM provides both
global space-time perception and local detailed clues, thus
enabling more accurate navigation results. However, there
are still some limitations to our approach, regarding how to
handle multi-floor environments remains open. In the fu-
ture, we will continuously explore how to better represent
the indoor environment for VLN and Embodied AI.
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