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Abstract

Fine-tuning a visual pre-trained model can leverage the
semantic information from large-scale pre-training data
and mitigate the over-fitting problem on downstream vi-
sion tasks with limited training examples. While the prob-
lem of catastrophic forgetting in pre-trained backbone has
been extensively studied for fine-tuning, its potential bias
from the corresponding pre-training task and data, attracts
less attention. In this work, we investigate this problem by
demonstrating that the obtained classifier after fine-tuning
will be close to that induced by the pre-trained model. To
reduce the bias in the classifier effectively, we introduce
a reference distribution obtained from a fixed text classi-
fier, which can help regularize the learned vision classifier.
The proposed method, Text Supervised fine-tuning (TeS),
is evaluated with diverse pre-trained vision models includ-
ing ResNet and ViT, and text encoders including BERT and
CLIP, on 11 downstream tasks. The consistent improve-
ment with a clear margin over distinct scenarios confirms
the effectiveness of our proposal. Code is available at
https://github.com/idstcv/TesS.

1. Introduction

Fine-tuning a pre-trained visual deep model has become
a prevalent paradigm for vision categorization [21]. By ini-
tializing the model with parameters pre-trained on a large-
scale data set, fine-tuning can effectively transfer the seman-
tic information from the pre-training data to diverse down-
stream tasks, which is essential to mitigate the over-fitting
problem on data sets with limited training examples [19].

While supervised pre-training methods [21]] require full
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Figure 1. Illustration of the proposed method, TeS. During fine-
tuning, the vision classifier is regularized by reference distribu-
tions defined with a fixed text classifier, which is obtained from
class names. In TeS, diverse reference distributions can be ob-
tained for different examples even from the same class (e.g., cats
on the right side).

label information for the whole data set, the recent progress
on self-supervised learning shows that an applicable pre-
trained model can be obtained from unlabeled data [18]].
Consequently, a lot of research efforts have been devoted
to exploring unsupervised pre-training, which can elim-
inate the labeling cost for a vast amount of examples.
Many effective self-supervised methods have been devel-
oped, e.g., instance discrimination [7, [18]], cluster discrimi-
nation [S132]], and masked image modeling [[17]. Compared
to the supervised counterparts, fine-tuning pre-trained mod-
els from these unsupervised methods can achieve compara-
ble or even better performance on downstream tasks.

With the success of pre-training, fine-tuning has thus at-
tracted much attention to leverage the pre-trained model
appropriately for downstream tasks. One main challenge
for fine-tuning is the catastrophic forgetting in pre-trained
backbone [9]], that is, after sufficient learning with a large
learning rate, the fine-tuned model becomes far away from
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the pre-trained model, incurring the over-fitting problem.
The challenge has been extensively studied and can be tack-
led by simply setting a small learning rate for backbone or
constraining the distance from the fine-tuned model to the
pre-trained model explicitly [24} 25]].

The other challenge for fine-tuning is the potential bias
existing in a pre-trained model. It should be noted that a pre-
trained model is optimized by a specific pretext task using
only the pre-training data. Therefore, if the data distribution
of a target task is different from that of the pre-training data,
the pre-trained model is biased to the pre-training data dis-
tribution [30]. This bias problem becomes more challenging
in the scenario together with catastrophic forgetting, where
the bias cannot be eliminated sufficiently with a constraint
making the fine-tuned model and pre-trained model close.
A recent work [26] proposes to add a subset of pre-training
data that is related to the target task for fine-tuning. The op-
timization with partial pre-training data can help preserve
effective information in the pre-trained model to avoid over-
fitting while reducing the bias for the target task. However,
it requires the access of the pre-training data, which is in-
feasible in many real applications.

Recently, it has been found that side information from
other related modalities can help visual pre-training. For
example, CLIP [33] pre-trains dual encoders by optimizing
image-text pairs that align images with their corresponding
text descriptions. The obtained model shows a strong zero-
shot transfer performance, which can classify images us-
ing proxies consisting of text representations extracted from
class names. The observation implies that text information
is capable of guiding visual representation learning. How-
ever, the superior zero-shot performance highly depends on
the paired vision and text encoders in pre-training, and thus
is not applicable for an arbitrary vision encoder.

Inspired by vision-language pre-training [33]], we intro-
duce natural language supervision to fine-tuning, so as to
mitigate the contradiction problem between the bias in pre-
trained vision models and catastrophic forgetting in fine-
tuning them. First, we show that without any side informa-
tion, the classifier induced by the pre-trained vision model
will be largely preserved after fine-tuning on the target data,
which demonstrates the potential bias exiting in the conven-
tional fine-tuning pipeline. To reduce the bias in the learned
classifier, we propose to include text supervision as the ref-
erence information. Concretely, with a fixed pre-trained text
encoder, a text classifier for the target task can be obtained
by extracting proxies with class names. Given the text clas-
sifier, both class-level and instance-level reference distribu-
tions can be obtained for the target vision task. Then, the
pre-trained vision models can be fine-tuned with the appro-
priate reference distributions for the vision classifier. Since
the reference regularization is independent from the back-
bone, our method can reduce the bias without catastrophic

forgetting.

The proposed Text Supervised fine-tuning (TeS) method
is illustrated in Fig. |1} It should be noted that reference dis-
tributions are extracted from a fixed text encoder, and thus
the overhead for the text supervision is negligible. The main
contributions of this work can be summarized as follows.

» This work proposes to leverage text supervision from
a fixed text encoder for fine-tuning an arbitrary pre-
trained vision model. The text encoder can be pre-
trained on a large corpus with rich context information,
making it a good complement to vision tasks.

» With the classifier consisting of proxies from text en-
coder, we investigate the class-level and instance-level
distributions for regularizing the fine-tuning of the vi-
sion classifier. By minimizing the derived cross en-
tropy loss, the vision model can exploit the side in-
formation from the text supervision to reduce the bias
from the pre-trained models.

» Experiments on extensive downstream tasks demon-
strate the effectiveness of text supervision for visual
fine-tuning. In addition, the CLIP text encoder outper-
forms the BERT encoder [11] and it implies that the
text encoder pre-trained with vision-language pretext
tasks is more appropriate for supervising visual tasks.

2. Related Work

In this section, we briefly review visual pre-training and
visual fine-tuning.

2.1. Visual Pre-training

A generic visual pre-training paradigm includes both su-
pervised and self-supervised approaches. Supervised pre-
training requires a large number of labeled data and can
learn rich semantic information for fine-tuning [30} 34} 42]].

To eliminate the cost of labeling, self-supervised learn-
ing is developed to obtain pre-trained models from unla-
beled data. Many pretext tasks were proposed for effec-
tive learning, e.g., instance discrimination that considers
each instance as an individual class and optimizes random
augmentations from the same instance [6} 18], cluster dis-
crimination that explores the relationship between different
instances [5} 132] and masked image modeling that lever-
ages information within each image [16]. Moreover, [43]
demonstrates that self-supervised pre-training improves su-
pervised pre-training with strong data augmentations.

2.2. Visual Fine-tuning

After pre-training, fine-tuning aims to facilitate the
downstream tasks by transferring semantic information in
the pre-trained models [21]. One main challenge for fine-
tuning is from catastrophic forgetting that the fine-tuned

11900



model over-fits target data and becomes far away from the
pre-trained model [9, 24} 25]. To mitigate the problem, [24]]
constrains the distance between the fine-tuned model and
its pre-trained counterpart. [25] proposes a data-dependent
strategy that limits the distance between representations of
target data before and after fine-tuning.

Besides catastrophic forgetting, another challenge is
from the bias in pre-trained models. Due to the gap between
learning tasks and data for pre-training and fine-tuning, the
bias in the pre-trained model will degenerate the perfor-
mance on the target task [30]]. Without any side information,
the bias is hard to be eliminated. Recent work [26] shows
that the bias can be reduced by fine-tuning the target data
with a related subset selected from the pre-training data for
the target task. In this work, we investigate another form of
side information from text supervision. Compared with the
information from pre-training data, the text supervision is
easier to be accessed with a pre-trained text encoder.

3. Visual Fine-tuning with Text Supervision

Given an image data set of {z;, y; }_,, where x; denotes
an image and y; is the corresponding label, a classification
model can be learned by minimizing the empirical risk as

mlanE Xi, Yi) (D)

oW n

where x; = f(x;) € R? is the representation extracted
from a neural network f(-) and @ is the parameter of f(-).
£ can be an appropriate loss function and cross entropy loss
is prevalent for classification, which is also adopted in this
work. The C-class classification loss can be written as

g(xivyi) = —log

where W = [wy,...,w¢o] € R¥C is a linear classifier
consisting of a single proxy from each class [31].

Due to the over-parameterization property of deep mod-
els [}, i.e., the number of parameters in 6 can be larger
than that of training examples, directly optimizing the prob-
lem in Eqn. [I|may incur the over-fitting problem, especially
on data sets with a limited number of examples. To mitigate
the problem, the model can be initialized by parameters pre-
trained on a large-scale data set. Fine-tuning a pre-trained
model with a small learning rate becomes prevalent for vi-
sual categorization [21]].

Compared with a randomly initialized model, the pre-
trained model contains sufficient semantic information from
the pre-training data that can be transferred to downstream
tasks. However, the bias from the specific pre-training task
and data can result in a sub-optimal performance when data
distribution shifts. In this work, we propose to include the

text supervision from the class names in the target task to
help reduce the bias from the pre-trained model.

3.1. Biased Classifier in Conventional Fine-tuning

First, we demonstrate that the bias in a pre-trained model
will be preserved in the classifier W after conventional fine-
tuning. Moreover, even with a large learning rate solely
for the classifier during fine-tuning, the obtained W is still
close to that implied by the pre-trained model.

Given fixed representations from a pre-trained model,
the sub-problem of optimizing the classifier with cross en-
tropy loss is convex and a global optimum can be obtained.
Let WO = [w?,..., w] be the optimal solution as

Zf ) ©)

where x? = fo(z;) is extracted from the pre-trained model
fo(:), B is the parameter of fy(-), and w{ denotes the proxy
for the j-th class obtained from the pre-trained model.
After fine-tuning T iterations with stochastic gradient
descent (SGD), we can observe (67, W) for the problem

Ze (Xi»y:) 3)

where W7 = [w{,...,wl)] and € denotes the distance
to the pre-trained backbone. A small € is essential to avoid
catastrophic forgetting in fine-tuning. We find that the prox-
ies in W7 are close to W° (i.e., the solution implied by the
pre-trained model) as follows. All detailed proof of this
work can be found in the supplementary.

WY = argmmﬁ (0°, W)

min L0, W)
0,W:]|0—00| p <e

Theorem 1. Let W and W7 be the optimal solution for
Egn. [Z]and that by SGD for Eqn. E] Assuming that L(6°, W)
is m-strongly convex in W and L(6, WT) is L/2-Lipschitz
continuous in 0, we have

L
T _ w2 <« =
W5 =WiE < —e

Remark 1 Theorem [l] indicates that the changes in the
classifier after fine-tuning heavily depends on the distance
between backbones before and after fine-tuning, i.e., e.
With a small learning rate for the backbone during the fine-
tuning, the bias in the pre-trained model will be preserved,
and thus can degenerate the performance on downstream
tasks.

This can be further demonstrated by characterizing the
gap e between the pre-trained and fine-tuned models follow-
ing the common practice in fine-tuning. During the fine-
tuning, the backbone will be refined by an initial learning
rate of 7y with a cosine learning rate decay [21]. With SGD
for optimization, e can be bounded as follows.
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Proposition 1. Let 0° and 67 denote the parameters of the
pre-trained backbone and those after fine-tuning. Assuming
the gradient in SGD is bounded by ||VoL||rp < 6, we have

[160° — 07| < 0.5m70

Remark 2 Proposition[T|shows that with the cosine decay,
the gap between the pre-trained and fine-tuned backbones
mainly depends on the initial learning rate for the backbone.
If adopting a small learning rate, the refined model will be
close to the initial one, which can preserve the bias. How-
ever, increasing the learning rate is ineffective since it will
lose the knowledge from the pre-trained model, and thus
incur catastrophic forgetting.

Incorporating the result in Proposition [T} the difference
between proxies can be depicted as

Corollary 1. Let W° and W7 be the optimal solution for
Egn. 2] and that by SGD for Eqn. 3| With assumptions in
Theorem|[I|and Proposition[l}) we have

T 02 nomdL
W -y < 2
Remark 3 Corollary 1| shows that the distance between
classifiers depends on the initial learning rate for the back-
bone. Therefore, even with a different and larger learning
rate for the classifier, it will still be close to that suggested
by the pre-trained model.

Since it is hard to balance the trade-off for fine-tuning
by the learning rate, we propose to include reference distri-
butions from text supervision to mitigate the contradiction
issue between bias and catastrophic forgetting.

3.2. Reference Distribution from Text Supervision

To reduce the potential bias existing in the pre-trained
model, we introduce a reference distribution for the target
task. Concretely, a distance constraint is added during the
fine-tuning

{on‘i/lr/lﬁ(ﬁ,W) st. D(W,W,) <«

where W, is a reference distribution of W and D(-,-) is
a distance function, in which a squared Euclidean distance
can be adopted as D(W, W,.) = |[W — W,.||%.

By constraining the distance to a reference distribution,
the bias in the pre-trained model can be reduced effectively.
In addition, the regularization is defined with proxies inde-
pendent from the backbone, where a small learning rate is
applicable for the backbone to avoid catastrophic forgetting.

However, obtaining an appropriate reference without any
side information is challenging. Inspired by the recent
progress in visual representation learning with natural lan-
guage supervision [33], we consider leveraging the class

name as text information to generate the reference distribu-
tion. Compared with images, tokens in text is organized dis-
cretely and text encoder can be pre-trained on a sufficiently
large corpus with rich context, which is ideal to complement
discrimination tasks such as classification.

Let Z = [z1,...,2¢c] € R%*Y denote the proxies ex-
tracted from a text encoder for classes, the problem with
text supervision can be written as

i t. - Z|% <
{‘?I)l‘l/‘l/lﬂ(e,W) st. |[W=2Z||» <a

which is equivalent to

: _ 2
wmin £(0, W) + AW = Z|;

The Euclidean distance requires that the text feature has
the same dimension as the vision feature, i.e., d, = d, while
these dimensions can vary with different encoders. By ap-
plying a projection function h(w) : R? — R, proxies of
classes from different modalities can be manually aligned
and the optimization problem becomes

min £(0, W) + A|h(W) — Z|3 )

However, due to the inherent differences between modal-
ities, matching representations directly will introduce text-
specific noise to visual tasks, which can degenerate the per-
formance on the target visual task. In addition, compared
to matching proxies of different modalities, the relationship
between classes from the text encoder can be more informa-
tive for the target task. Therefore, we consider transferring
the pairwise similarity between proxies from the text refer-
ence distribution to the vision task.

Concretely, given an anchor class 7, the distribution over
all classes can be computed

exp(v?/;r\i/k/T)

> exp(w] wi/7)

, exp(i}rik/T’)
5k = o T~
/ >k eXp(Z;er/T/)

®)

P;j i

where P; and P]f denote the distribution defined by prox-
ies from the vision encoder and text encoder, respectively.
w and z have the unit norm for w and z, while 7 and 7’ are
the temperature parameters for vision and text distributions,
respectively. With the pairwise relations, we can constrain
the KL-divergence between distributions as

C
min £(0, W) + ) Z Dk (P}||P;)
J

To improve the efficiency of fine-tuning, the text encoder
is fixed without fine-tuning. Therefore, representations of
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proxies Z are only extracted once before fine-tuning the vi-
sion encoder. By eliminating the constant term from ij
in KL-divergence, the problem can be simplified with the
cross entropy constraint as

c C
%mHEGW AZ;P]’klog (6)
J

Compared with the problem in Eqn. ff] KL-divergence
focuses on the similarity between classes, and thus can re-
duce the noise from the modality-specific information.

3.3. Instance-level Reference Distribution

The class-level regularization in Eqn. [6] can be further
improved by including the target task examples as a data-
dependent regularization. First, if replacing the anchor class
7 by an anchor example x;, the revised instance-level distri-
bution over vision classes becomes

exp(x;rwk)

Pp=—f—"""—
S exp(x] wy)

We can show that the class-level distribution is an approxi-
mation for the instance-level distribution and optimizing the
instance-level distribution can help capture the variance in
real data better.

Theorem 2. Assuming that the norm of proxies is bounded
by v as Vk,||wk||2 < 7, the distribution defined by the an-
chor class is an approximation for the distribution defined
by the anchor example as

1
vk, Py,,k <P < CZPy k
C

where ¢ = exp(y||x; — Wy,

2).

When the intra-class distribution is compact as ||x; —
Wy, ||2 — 0, the approximation becomes tight.

Unlike the class-level distribution, the instance-level dis-
tribution over text proxies is hard to compute due to the lack
of corresponding text features for x;. To mimic the data
distribution in text space, we propose to optimize the cross
entropy loss with the fixed text classifier for representation
learning as

exp('(x;) "2y, /')
> exp(h(xi)2;/7")

lp(x;,y;) = —log

where h'(x) : R? — R? is the projection head with the
unit normalization to project vision representations to the
text space. Compared with Eqn. ] the text-specific infor-
mation will be learned for projected examples, which will
not introduce noisy patterns to vision proxies.

With the approximated text representations x; = h'(x;),
the distribution over fixed text proxies can be computed as

,__exp(x; 2/ 7')
i,k — C I~
>k exp(x; 2/ 7)
By optimizing the vision encoder and text projection

simultaneously, the final objective of our proposed Text
Supervised fine-tuning (TeS) can be cast as

n C

Av

DD Plilog(Pig)
ik

vision fine-tuning

+ ?ZET(Xi,yi) (M

o (I=Ay)L(O, W) —

text projection

where the former two terms fine-tune the network for the
target vision task and the latter one is for the projection head
to obtain approximated distribution from the text space.
During the inference, the projection head will be discarded
and only the vision network is adopted for evaluation.

Connection to label smoothing While conventional la-
bel smoothing assigns the uniform weight for unrelated
classes [39], our method can be considered as smoothing
labels for each example with the reference distribution from
the text classifier. The instance-level label smoothing is
more flexible to model the diversity in target task data.

4. Experiments

To evaluate the proposed method, we conduct experi-
ments on 11 downstream tasks including Caltech-101 [15]],
CIFAR-10 [23]], CIFAR-100 [23], Caltech-UCSD Birds
200 (CUB) [37]], Describable Textures Dataset (DTD) [[10],
FGVC Aircraft (Aircraft) [27], Food-101 [2], Oxford-IIIT
Pet (Pets) [29], Oxford 102 Flower (Flowers) [28]], Stanford
Cars (Cars) [22], and SUN397 [38]]. Following the common
practice [[13133],140,41], we report mean per-class accuracy
on Aircraft, Caltech, Flowers, and Pets, while Top-1 accu-
racy is reported for others.

Considering that label smoothing is closely related, two
variants of label smoothing strategy are included in the
comparison. First, the one-hot label in cross entropy loss
can be smoothed by assigning uniform weights to unrelated
classes [35]], which is referred as “CE+LS”. Besides, the
uniform weight can be replaced by the distribution implied
by a text encoder pre-trained by CLIP [33] as in Eqn. 5
which is denoted as “CE+TLS”. Finally, fine-tuning the
original cross entropy loss is included as “CE”.
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Method Aircraft Caltech  Cars C10 C100 CUB DTD Flower Food Pet SUN Avg.
CE 87.70 91.39 8998 9775 8450 76.63 73.19 9639 87.70  90.13  59.03 84.95
CE +LS 87.10 91.41 90.95 9744  84.64 76.18 73.67 96.00 87.18 9095 59.56 85.01
CE + TLS 87.19 9142 89.09 9780 84.66 7622 7298 9649  87.16 9029 59.54  84.80
TeS + BERT 87.84 93.19 9092 97.71 8553 77.62 7394 9726 87.63 90.55 60.31 85.68
TeS + CLIP 87.87 92.86 91.84 98.00 8695 78.41 75.00 97.15 8790 9139 61.86 86.29
(+0.17)  (+1.44) (+0.89) (+0.20) (+2.29) (+1.78) (+1.33) (+0.66) (+0.20) (+0.44) (+2.30) (+1.28)

Table 1. Comparison with ResNet-50 pre-trained by MoCo-v2. “LS” and “TLS” denote conventional label smoothing and text guided label

smoothing in Eqn. 5] respectively. The last row shows the accuracy improvement over the best baseline.

Method Aircraft Caltech  Cars C10 C100 CUB DTD  Flower Food Pet SUN Avg.
CE 79.26 9236  86.52 96.71 83.80 78.06 71.54 9628  83.10 9137 59.84  83.53
CE+LS 79.11 92.34  86.69 9623 8342 7886 71.65 9625 8279 91.76 5959  83.52
CE+TLS 79.41 91.73 8684 9653 8293 7817 7160 9589 8244 91.83 59.67 83.37
TeS + CLIP 79.42 92.57 88.66 9694  84.09 7927 7309 96.62 8368 91.86 6034  84.23
(+0.01) (+0.21) (+1.82) (+0.23) (+0.29) (+0.41) (+1.44) (+0.34) (+0.58) (+0.03) (+0.50) (+0.70)

Table 2. Comparison with supervised pre-trained ResNet-18. The last row shows the accuracy improvement over the best baseline.

4.1. Implementation Details

For an extensive comparison, ResNet [20] and ViT [14]],
two prevalent but diverse visual backbones are included in
experiments. For ResNet, ResNet-50 pre-trained by MoCo-
v2 [8] and a supervised pre-trained ResNet-18 are adopted,
while ViT-B/32 pre-trained by MAE [16] and CLIP [33]
are applied for fine-tuning. Each model is fine-tuned with
SGD [3]] for 100 epochs. The batch size is 256 and the mo-
mentum is 0.9. The learning rate is searched in a range of
7 logarithmically-spaced values between 10~ and 10~! on
a validation set. Weight decay is optional and if it is ap-
plied, the value is searched with the same setting between
1079 and 10~3. The standard augmentations, i.e., random
crop and random horizontal flipping, are applied as in stan-
dard fine-tuning pipelines. The parameter Ay in our method
is fixed as 0.1 and shared by baseline methods with label
smoothing, while tuning it may further improve our perfor-
mance. The temperature 7/ = 0.03 and Ar is searched in
[0.1, 1.5] with the validation set.

To obtain text supervision, two different language mod-
els are leveraged as the text encoder. First, we adopt the text
encoder from CLIP [33] that is pre-trained with a visual en-
coder. Besides, we also include BERT [[12] to explore the
differences between the pure language model and the multi-
modal language model. To extract features for each class
name, the same prompt in [33], i.e., “a photo of a A” or “a
photo of a A, a type of B” for fine-grained data, is applied as
input for text encoder. The projection function 4’ consists
of a 2-layer MLP suggested by the ablation experiment.

4.2. Comparison on ResNet

First, we compare different methods by fine-tuning a pre-
trained ResNet. The comparison is mainly conducted on

ResNet-50 as in Table|l} while the results on ResNet-18 are
summarized in Table

From Table [T} we can observe that conventional label
smoothing methods cannot improve the performance over
the baseline with a distinct margin. It is because that these
methods are developed to avoid over-fitting in pre-training,
while fine-tuning can mitigate over-fitting by leveraging the
pre-trained model. Consequently, the bias in the pre-trained
model is more critical for fine-tuning, which cannot be ad-
dressed by existing label smoothing techniques. With the
instance-level reference distribution from the text encoder,
our method TeS can effectively improve the performance
over all data sets. By applying the text encoder pre-trained
by CLIP, TeS outperforms CE by 1.34% in average with
ResNet-50. Since the average performance with ResNet-50
already achieves about 85%, the improvement is relatively
large. Finally, both text encoders can help fine-tune from
ResNet-50 while the one from CLIP is 0.61% better than
BERT. It shows that the text encoder pre-trained with vision
data is more appropriate for supervising the fine-tuning of
vision tasks. Therefore, the text encoder from CLIP will be
adopted in the following experiments.

By further examining Table 2| we find that both super-
vised and unsupervised pre-trained models can benefit from
TeS, which demonstrates that the proposed method is appli-
cable for models pre-trained with different pretext tasks.

4.3. Comparison on ViT

Then, we compare the proposed method with ViT as the
pre-trained model. The provided projection head in CLIP
vision encoder is kept as pre-trained parameters for pro-
jection. Table [3 and [ show the results with different pre-
trained ViTs.
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Method Aircraft Caltech  Cars C10 C100 CUB DTD Flower Food Pet SUN Avg.
CE 79.69 93.13 88.65 9823 87.68 78.08 73.08 93.63 89.76 9272 6534 8545
CE+LS 78.82  93.65 88.67 98.15 8750 7898 7426 93.02 8996 9298  66.76  85.71
CE + TLS 7836 9399  88.64 9820 87.79 8031 7505 9348 90.01 93.05 66.72  85.96
TeS + CLIP 81.24 9410 91.12 9845 8892 81.60 7484 9452 90.50 9327 67.62 86.93
(+1.55) (+0.11) (+2.45) (+0.22) (+1.13) (+1.29) (-0.21) (+0.89) (+0.49) (+0.22) (+0.86) (+0.97)

Table 3. Comparison with ViT pre-trained by MAE. The last row shows the accuracy improvement over the best baseline.

Method Aircraft Caltech  Cars C10 C100 CUB DTD  Flower Food Pet SUN Avg.
ZS 18.30 78.13 57.31 88.02 57.07 5321 4154 6650 8324 8520 60.02 62.60
CE 76.93 9430 89.99 9784 8731 80.79 76.11 9641 89.08 9147 67.04  86.12
CE +LS 77.28 94.78 89.25 9798 8879 7882 7633 9632 8842 9157 7028  86.35
CE + TLS 77.99 93.62 89.37 9791 8791 7827 7649 9573 87.89 92.11 70.05  86.12
TeS + CLIP 78.10 94.91 90.14 98.08 88.62 8040 77.13 96.70  88.57 9223 7096  86.90
(+0.11) (+0.13) (+0.15) (+0.10) (-0.17) (-0.39) (+0.64) (+0.29) (-0.51) (+0.12) (+0.68) (+0.55)

Table 4. Comparison with ViT pre-trained by CLIP. The last row shows the accuracy improvement over the best baseline.

Method Aircraft Caltech  Cars C10 C100 CUB DTD  Flower Food Pet SUN Avg.
CE 28.47 56.13 5640  94.01 68.50  53.47 47.13 9639 6937 6832 3878 61.54
CE+LS 28.80 57.73 5875 9375 68.63 5378 4838 9648 6822 63.17 3955  61.57
CE+TLS 29.92 56.62  58.85 9431 67.09 5324 4721 96.10 65.63 6492 3952  61.22
TeS + CLIP 37.56 63.08 67.88 9439 7278 5747 5165 9715 7206 66.63 44.62 6593
(+7.64) (+5.35) (49.03) (+0.08) (+4.15) (+3.69) (+3.27) (+0.67) (+2.69) (-1.69) (+5.07) (+4.36)

Table 5. Comparison with 10% randomly sampled training examples and ResNet-50 pre-trained by MoCo-v2. The last row shows the

accuracy improvement over the best baseline.

Evidently, a similar phenomenon as that with ResNet
can be observed. First, the proposed TeS can improve the
average performance for diverse downstream tasks, while
conventional methods are ineffective for fine-tuning. Sec-
ond, TeS surpasses CE by 1.48% when fine-tuning the ViT
pre-trained by MAE, which shows the effectiveness of our
method for different architectures. Note that the vision
encoder pre-trained by CLIP already incorporates the text
side information in contrastive pre-training, which makes
the gain from our method less than that by MAE. Never-
theless, TeS can still improve the average performance by
0.78% over CE and the repeated experiments in supplemen-
tary confirm that TeS outperforms the best baseline signifi-
cantly.

Third, fine-tuning vision encoders pre-trained by MAE
and CLIP shows the similar average performance, while
that for individual data sets varies. It demonstrates that
different pre-training methods can encode diverse patterns,
while the proposed method can obtain consistent improve-
ment over various pre-trained models. Finally, compared
with zero-shot transfer denoted as “ZS”, fine-tuning outper-
forms ZS by a large margin of 24.3% and it suggests that
fine-tuning is preferred when training examples are suffi-
cient.

4.4. Comparison on Few-shot Learning

In addition to the above comparison with fine-tuning
the whole data set, the proposed method is also evaluated
in a challenging scenario, where each data set only con-
tains 10% randomly sampled training examples for few-
shot learning. The minimal number of examples will be set
to 10 for each class. Pre-trained ResNet-50 is applied as the
vision encoder and Table [5]demonstrates the comparison.

With only 10% training examples, it is challenging for
fine-tuning to reduce the bias in the pre-trained model when
distribution shifts. With text supervision, our method can
explicitly constrain the learned distribution close to the tar-
get task and achieve 4.36% improvement on average. While
our method demonstrates the superior performance on fine-
tuning the whole data set, the experiment on few-shot learn-
ing implies that it can be more helpful when the number of
target training examples is limited.

4.5. Comparison on Long-tailed Data

Finally, we investigate the proposed method for the data
set with long-tailed distribution. Following [4], CIFAR-10
and CIFAR-100 with the imbalance ratio of 10 and 100 are
included in the comparison. The performance of fine-tuning
a pre-trained ResNet-50 is shown in Table 6]
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Dataset CIFAR-10 CIFAR-100

Imba Ratio 100 10 100 10
CE 88.71 95.71 5495  75.55
TeS 89.80 96.00 57.76 77.69

Table 6. Comparison on long-tailed CIFAR-10 and CIFAR-100 by
fine-tuning ResNet-50.

With the reference distribution from text, the distribution
of proxies from minor classes will not be overwhelmed by
that from major classes. Thus, the performance of TeS sur-
passes the baseline CE with a clear margin. The improve-
ment becomes larger when the imbalance ratio increases to
100 and it shows that our method is not sensitive for long-
tailed data.

To further demonstrate the proposed method for long-
tailed data, we evaluate TeS on a challenging data set
iNaturalist-2017 [36] that contains 5,089 categories in Ta-
ble Evidently, our method outperforms cross entropy
baseline with a large margin of 6.19% and it confirms the
potential of text supervision for handling long-tailed data.

Method Acc
CE 42.37
TeS 48.56

Table 7. Comparison of accuracy (%) on iNaturalist-2017 with
ResNet-50.

Since the proposed method is not optimized for class im-
balance learning, combining it with state-of-the-art methods
for this specific task [4] is left as future work.

4.6. Ablation Study

In this subsection, we demonstrate the effect of differ-
ent components in TeS by ablation study. Experiments are
conducted with ResNet-50 on CIFAR-100.

#Layer in Projection 1’ A’ contains multi-layer MLP to
align vision representations with text classifier. We vary the
number of layers and summarize the results in Table 8]

#Layer 1 2 3 4
Acc% 86.59 86.95 86.82 86.77

Table 8. Comparison of number of layers in projection function k'

When h/ has 1-layer MLP, it degenerates to a linear pro-
jection. If increasing the number of layers to 2, the non-
linear mapping helps improve the performance by 0.36%.
However, a more complicated head will not further improve
the performance, which is consistent with the observation in
[7]. Compared to ResNet-50, the computational overhead
introduced by the 2-layer MLP is negligible, which keeps
the efficiency of the proposed method.

Weight of Text Regularization A Ar in Eqn. [/|weights
the loss for projecting the vision representation to the
text space spanned by the text classifier. We vary it in
{0.1,0.3,0.5,0.7,0.9,1.1,1.3,1.5} and Table E] summa-
rizes the result.

Ar 0r 03 05 07 09 11 13 15

Acc% 85.94 86.63 86.79 86.95 86.84 86.80 86.67 86.66
Table 9. Comparison of Ar in Eqn.

When A7 is small, the projection head cannot be learned
sufficiently, which results in an inaccurate estimation for
the reference distribution. By increasing A, the projection
head can approximate the text space effectively and a satis-
fied performance can be obtained.

Temperature for Text Classifier 7/ When approximating
the representation in text space, a normalized Softmax op-
erator is applied in cross entropy loss with a temperature
parameter 7'. We vary it in {0.01, 0.03, 0.05, 0.07, 0.1, 0.2,
0.3} and Table summarizes the result. It is obvious that a
small temperature is preferred to obtain a sharp distribution
for supervision. Note that we have the standard Softmax for
vision encoder and there is no temperature for vision clas-
sifier.

T’ 0.01 003 0.05 0.07 0.1 02 03
Acc% 86.56 86.95 86.83 86.28 85.99 85.70 85.27

Table 10. Comparison of the temperatures 7’ in the text classifier.

Prompt for Text Supervision Despite that a single
prompt for each class demonstrates the superior perfor-
mance with TeS, an ensemble of prompts shows better per-
formance for zero-shot transfer in CLIP [33]]. Therefore,
we also include the same ensemble strategy in TeS and the
results are summarized in Table [TIl While the ensemble is
effective for zero-shot classification, the improvement for
fine-tuning becomes marginal. Unlike the fixed pre-trained
model in zero-shot learning, fine-tuning can leverage the la-
beled data to refine the pre-trained model. Hence, a single
prompt is sufficient to generate appropriate text supervision
for fine-tuning.

Variants of TeS Besides the instance-level distribution
for regularization, the text supervision can be leveraged by
directly mapping as in Eqn. ] and class-level distribution as
in Eqn. [§] We denote the two variants as TeS-M and TeS-C
respectively and compare them to TeS in Table[12] In addi-
tion, the prediction from the text classifier is also evaluated.

Compared with the baseline CE, all of these methods can
improve the fine-tuning performance on CIFAR-100. More-
over, TeS-C outperforms TeS-M and it shows that pairwise
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Method Aircraft

Caltech Cars C10 C100

CUB DTD  Flower  Food Pet SUN Avg.

CE 87.70 91.39 89.98 97.75  84.50

76.63  73.19 96.39 87.70  90.13  59.03  84.95

TeS+CLIP-S 87.87 92.86 91.84 98.00 86.95
TeS+CLIP-En 88.23 93.18 91.54 98.08 86.87

7841  75.00 97.15 8790 9139 6186 86.29
78.20  75.32 97.18 87.87 9092 6199 86.31

Table 11. Comparison of different prompt strategies on ResNet-50. “CLIP-S” and “CLIP-En” denote a single prompt and an ensemble of

prompts for each class as in [33]], respectively.

CE

CLIP TeS

mammals beaver Jlil
aquarium fish
orchids
containers bottles
apples

clock

furniture bed .....
butterfly
bear il
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fox
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baby
snake
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Figure 2. [llustration of confusion matrix from CE, CLIP, and TeS. Prediction on 20 classes from CIFAR-100 is shown for the comparison.

CE TeS-M TeS-C TextHead of TeS TeS
Acc% 84.50 84.78 84.94 86.20 86.95

Table 12. Comparison of variants for TeS. TeS-M denotes opti-
mizing the objective in Eqn. @] while TeS-C minimizes the loss in

Eqn.[q

alignment is more effective for regularization than the direct
mapping. With instance-level supervision as in TeS, the ac-
curacy can be further improved by more than 2%. Finally,
the prediction from the text head is 0.75% worse than that
from the vision encoder, which demonstrates the modality
gap between vision and language.

Illustration of Reference Distribution To illustrate the
effect of reference distribution from text, we show the ob-
tained confusion matrix from different methods in Fig. 2]
Note that there are 20 superclasses in CIFAR-100, 20 target
classes from different superclasses are randomly sampled
for comparison.

First, it is obvious that CE and CLIP have a different off-
diagonal distribution, which shows the difference between
pre-trained vision encoder and text encoder. Since text en-
coder can be pre-trained with a much larger corpus contain-
ing context information, its distribution can be leveraged
as the reference for fine-tuning small data sets. Compar-
ing TeS to CLIP, the off-diagonal patterns, e.g., the relation
between “baby” and “containers bottles” and that between
“mouse” and “spider”, can be well preserved. On the con-

trary, many biased patterns in CE, e.g., “orchids” and “but-
terfly”, “bus” and “tank” are removed in TeS, which demon-
strates our proposal.

5. Conclusion

While leveraging pre-trained models for fine-tuning be-
comes prevalent for downstream tasks, reducing the bias in
pre-trained models has been less investigated. In this work,
we propose to apply class names as natural language super-
vision and obtain reference distribution to help adapt the
fine-tuned model to the target data distribution. Experi-
ments on diverse downstream classification tasks demon-
strate the efficacy of text supervision. After the success on
classification, applying our method for different vision tasks
can be our future work.

Limit To obtain the reference distribution, the exact name
of each class is required as the input for the text encoder
while it may be inaccessible due to the privacy policy.
Therefore, the scenario without accurate class names can be
challenging for the current method, which inspires a future
research direction.
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