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Abstract

Contemporary domain adaptation offers a practical so-
lution for achieving cross-domain transfer of semantic seg-
mentation between labelled source data and unlabeled tar-
get data. These solutions have gained significant pop-
ularity; however, they require the model to be retrained
when the test environment changes. This can result in
unbearable costs in certain applications due to the time-
consuming training process and concerns regarding data
privacy. One-shot domain adaptation methods attempt to
overcome these challenges by transferring the pre-trained
source model to the target domain using only one target
data. Despite this, the referring style transfer module still
faces issues with computation cost and over-fitting prob-
lems. To address this problem, we propose a novel frame-
work called Informative Data Mining (IDM) that enables
efficient one-shot domain adaptation for semantic segmen-
tation. Specifically, IDM provides an uncertainty-based se-
lection criterion to identify the most informative samples,
which facilitates quick adaptation and reduces redundant
training. We then perform a model adaptation method using
these selected samples, which includes patch-wise mixing
and prototype-based information maximization to update
the model. This approach effectively enhances adaptation
and mitigates the overfitting problem. In general, we pro-
vide empirical evidence of the effectiveness and efficiency
of IDM. Our approach outperforms existing methods and
achieves a new state-of-the-art one-shot performance of
56.7%/55.4% on the GTAS/SYNTHIA to Cityscapes adap-
tation tasks, respectively. The code will be released at
https://github.com/yxiwang/IDM.

1. Introduction

Semantic segmentation is a fundamental computer vision
task that has made remarkable progress with the help of
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Figure 1. We consider the one-shot domain adaptation scenario,
where only one single target image is used to fit the trained source
model. It is realistic for the adaptation model to tackle dynam-
ically changing target environments, such as suddenly occurrent
weather (e.g. foggy, rainy, night, snow). Our method aims to
achieve quick adaptation for one-shot domain adaptation.

vast amounts of pixel-level annotated training data. How-
ever, collecting such large-scale datasets requires tremen-
dous labeling efforts in terms of time and cost. For in-
stance, annotating a single image in the Cityscapes dataset
can take about 90 minutes and cost 1.5 dollars [7]. To re-
duce this burden of labeling, previous cross-domain seman-
tic segmentation approaches [24, 39, 26, 41, 53, 21, 56, 38]
have been developed. These methods transfer the knowl-
edge from label-rich synthetic data (source) [32, 33] to the
unlabeled real-world data (target) [7], referred to as domain
adaptive semantic segmentation (DASS).

Despite significant efforts in developing DASS methods,
most of them still suffer from the following limitations.
First, existing approaches train an adaptation model from
a specific source domain to a specific target domain. There-
fore, they require retraining the model every time when the
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test environment changes, which is inflexible and inefficient
in handling a dynamic domain shift scenario. Second, these
methods need access to the entire target dataset to achieve
model adaptation, which is impractical in some realistic
scenarios due to privacy or storage concerns. As depicted
in Figure 1, an autonomous driving model often faces sud-
den weather or illumination changes, resulting in a scarcity
of images at the beginning of environmental shifts. There-
fore, it is crucial for the model to rapidly adapt to the new
conditions with a limited amount of target data. Although
previous works [25, 49] have attempted to address the one-
shot domain adaptation problem, the introduced style trans-
fer module usually requires additional style images by an
extra optimizing model. This makes it inefficient to adapt
quickly to different scenarios.

In contrast to pioneering works, our method provides a
new direction for OSDA by exploring the abundant infor-
mation hidden in the source domain due to the rare target
data accessible. To achieve this goal, two key ideas exist
to address this problem. First, we select the most informa-
tive samples for training, which can reflect the target distri-
bution and reduce the redundant back-propagation process.
Second, we diversify the target distribution to alleviate the
over-fitting problem caused by the limited availability of
one-shot target data. To this end, we propose the Informa-
tive Data Mining (IDM) approach, which includes a sample
selection strategy and an efficient model adaptation tech-
nique. Specifically, we first introduce an uncertainty-based
selection criterion to identify the most informative training
samples from the source data. These samples can reflect
the target distribution and contribute significantly to model
adaptation. Therefore, the sample selection criteria aim to
filter the most informative images with 1) higher prediction
uncertainty values and 2) higher diversity. Unlike existing
works choosing low-uncertainty target samples to refine the
target model, our method filters target-style-like source im-
ages for training. On the other hand, we devise a model
adaptation method seeking to alleviate the over-fitting prob-
lem by diversifying the distribution of the target domain.
Concretely, we first diversify the semantic content of target
data by a patch-wise mixing method and then use prototype-
based information maximization to ensure the output of di-
versity for the selected source data, which can significantly
alleviate the over-fitting problem. With the proposed IDM
method, the model can be efficiently adapted to the target
data without over-fitting.

Our contributions can be summarized as follows: 1)
We propose a new efficient one-shot adaptation framework
for cross-domain semantic segmentation, which aims at
quickly adapting the trained source model to the target data
with only hundreds of training iterations. 2) We propose a
novel sample selection scheme to filter out the most infor-
mative training samples for reducing redundant optimiza-

tion and devise an uncertainty minimization training tech-
nique for model adaptation.3) We show the efficacy and
efficiency of our method by achieving a new state-of-the-
art performance on one-shot domain adaptive semantic seg-
mentation, with 56.7% mloU on GTAS5 to Cityscapes and
55.4% mloU on SYNTHIA to Cityscapes.

2. Related work

Unsupervised Domain Adaptive Semantic Segmenta-
tion aims to transfer the pixel-level annotations from the
source domain to the target domain. Existing approaches
can be roughly categorized into two groups: adversarial
learning based method and self-training based method. For
adversarial learning, numerous works focus on reducing the
distribution misalignment in the image level [4, 5, 10, 34,

, 53, 18], feature level [1, 11, 3, 8, 13], and output level
[39, 26, 41, 40, 57]. For the self-training based method, the
essential idea is to generate reliable pseudo labels. Typical
approaches usually consist of two steps: 1) generate pseudo
labels based on the source model [60, 59, 47, 45, 46, 48, 36]
or the learnt domain-invariant model [58, 22, 35, 55], 2) re-
fine the target model supervised by the generated pseudo la-
bels. PLCA [17, 44] introduces a new paradigm for domain
adaptive semantic segmentation via building pixel-level cy-
cle association between source and target pixel pairs. Al-
though these methods have achieved promising results, they
usually access amounts of source and target data. In this
paper, we address a challenging and practical target data-
scarce setting where only a one-shot unlabeled target image
is available during adaptation.

One-shot Domain Adaptation (OSDA) aims to overcome
the need for larger training sets and improve the capability
of transferring the trained source model to a new target do-
main with having access to the source data and only one tar-
get data. Recently, OSDA has achieved significant progress
in dealing with face generalization [52], object detection
[42], and semantic segmentation [25, 49]. For semantic seg-
mentation, ASM [25] proposes an adversarial style mining
algorithm by mutually optimizing the style-transfer module
and the segmentation network via an adversarial regime.
[49] integrates a style-mixing technique into the segmen-
tor to stylize the source images without introducing any
learned parameters. S4T [31, 23] is another representative
method to design a regularized self-learning signal at test-
time, which proposes a selective self-training scheme for
semantic segmentation by regularizing pseudo labels with
aligned predictive view generation. On the contrary, we aim
to mine the most informative images to achieve quick adap-
tation and reduce the over-fitting problem.

Domain Generalized Semantic Segmentation (DG) has
attracted considerable attention in recent years, which aims
to learn a generalized model on the source domain and per-
forms well on a novel domain. To improve performance

1065



—

= // =

Prediction Uncertainty Selection:

- m-n_ 9F.1 OF,1
—

T, H,@ H: @ ‘\.UFJ
Y WH(x) = Uox, < Asim, Ne(x) > k)

1
1
|
1
1
l l @< ® 1
F :
1
1
WP (x) = exp(3 (x) = Aend) 1(F () > Aent) or1 = cos(F, f(x1)) /:

predictions

— Stylized Data Flow =~ —— Selected Data Flow — Target Data Flow

Figure 2. An overview of our proposed IDM. To achieve one-shot domain adaptation, our method consists of two strategies. 1) Sample
selection aims to identify the most informative images to optimize the model. It first generates target-like stylized images by the style
transfer (ST) technique. Then, the stylized images are fed into the teacher model to select the trained data by the proposed prediction
and similarity uncertainty selection techniques; 2) The model adaptation aims to update the segmentation model on the selected and given
target data. In this process, we update the model by the proposed Lpim and Lssm to alleviate over-fitting problem. The teacher model is
initialized by the pretrained source model, and it is updated in the EMA manner.

on novel domains, most existing studies focus on whitening
[6], normalizing [29], and diversifying [30, 14, 54] styles to
avoid over-fitting to the style of the source domain. Domain
generalized semantic segmentation is close to our work,
which assumes target data is inaccessible during training.
The difference is that no target data is available in DG, while
one target image is accessible in our work.

3. Method

In this section, we formally introduce the proposed Infor-
mative Data Mining (IDM) method that aims to improve the
efficiency of one-shot domain adaptive semantic segmenta-
tion. In this setting, we only access one unlabeled target im-
age 7 € Xy, and n, source data {x%,y¢}"s, = {X, Vs}.
As shown in Figure 2, the proposed IDM consists of two
strategies, 1) sample selection step and model adaptation
step. The former attempts to identify the most informa-
tive images for training, and the latter aims to achieve quick
adaptation without over-fitting. We assume the informative
data should have two properties: contributing more to adap-
tation and reducing redundant optimization. Therefore, we
propose prediction and similarity uncertainty selection tech-
niques to filter the most informative training samples. Af-
ter that, model adaptation seeks to alleviate the over-fitting
problem by diversifying the distribution of the target do-
main, following the direction of the given target data.

3.1. Sample Selection

To achieve one-shot domain adaptation quickly, detect-
ing the most informative samples that can reflect the target
distribution for backward propagation is essential. There-
fore, we propose a sample selection strategy considering
the following two criteria: 1) samples should be target-style
closer, and 2) the distributions of involved samples should
be diverse, including various distributions and categories.

Prediction Uncertainty Selection. Different from previous
works selecting target samples with lower uncertainty to re-
fine the model [27], our method aims to filter the target-like
source images for adaptation. Although images with lower
uncertainty reveal reliable predictions, they often refer to
source-like images rather than target-like ones. Therefore,
we filter uncertain samples and assign them higher training
weights as they contribute more to adaptation. The moti-
vation lies in the following two aspects. (a) The initial-
ized model is trained on the source data. (b) Fine-tuning
on underperforming samples (higher uncertainty) is more
valuable. Due to (a), target-like samples generally perform
higher prediction uncertainty than source-like ones, which
can alleviate the confusion of higher uncertainty only be-
longing to “hard samples”. As (b), we should select higher
uncertainty samples that have ground truth labels (source
labels). Besides, target-like samples have high-uncertainty
predictions on the source model, but not all images with
high-entropy predictions are similar to the target domain.
To alleviate this confusion, we apply the style transfer tech-
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nique [15, 53] to generate target-style images by treating the
given target image as an “anchor style”. Then the prediction
uncertainty selection is performed as:

WP (%s) = exp(H(%s) — Aent) - I(H(Xs) > Aent), Y]
where I(-) is an indicator function, A.,: denotes a pre-

defined threshold, and H (%) is the mean entropy of stylized
source image X. For X4 generation, we transfer the style of

the target image x; to the source data following [15, 20]:
% = Bx) () o), o
o(xs)

1(xs) and o(xs) are the mean and standard deviation of
source images. 3(x;) and ~(x;) are the reconstructed tar-
get statistic of mean and standard deviation, formulating as:

Y(xe) = plxt) + 0pllp(xe) — pixs))ll,

B(xt) = o(xt) + o l(a(xt) — o (xs))l,
where ¢, and J,, control the weights of statistic offset and
they are randomly sampled from Gaussian G(0, 1).
Similarity Uncertainty Selection. Although Eq. (1) iden-
tifies the most informative samples with higher prediction
uncertainty, the restriction may still be limited. For exam-
ple, selected images may only have some frequent classes,
harming rare classes’ performance. Moreover, the two se-
lected samples have similar representations, with both per-
forming a higher prediction entropy than A.,,;. Therefore,
it is redundant for optimization as they produce an equal
contribution to back-propagation.

To address this problem, we exploit the samples with di-
verse representations and categories in this section. Specif-
ically, we first ensure the involved images contain different
categories and then guarantee the output of selected images
is not similar. Since calculating the similarity between the
current image and all filtered samples is time-consuming
and computationally expensive, inspired by [27], we con-
duct a memory bank to store the average outputs of selected
samples, denoted as F. Then the similarity uncertainty se-
lection is formulated as follows:

W?(%s) = I(cos(f(Xs), F) < Asim, Ne(Xs) > k), C)]

3

where cos(-, -) is the cosine similarity operator, f is the seg-
mentation network, Ay, k are pre-defined thresholds, and
N.(%s) indicates the number of classes that X4 contains.

Based on prediction uncertainty selection WP (%,) and
similarity uncertainty selection WW*(X,), we can obtain an
overall sample-selection weight as:

Wi(ks) = WP (%s) - W (%5). )
The selected samples are used to optimize the segmenta-
tion model by minimizing the following objective:

N Hxw o
Loam(3s) = -WED D S0 v logp)), 6
i=1 j=1
where N is the number of selected images to fine-tune the
adaptation model. H and W denote the height and width of
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Figure 3. Illustration of the model adaptation process. PIM indi-
cates the module of prototype-based information maximization.

the image. p(%'"")) indicates the probabilistic output of the
j-th pixel for the i-th image X;. {Xs,ys} is the training pair
with a stylized source image and ground truth label.

Benefiting from the sample selection, we can select the
most informative samples for training and reduce redun-
dant optimization, helping to achieve quick adaptation for
OSDA. Note that the sample-selected process does not in-
volve any gradient back-propagation. Therefore, it is im-
pressive to save computing resources.

3.2. Model Adaptation

Considering one-shot target images available, it only

provides biased style and content information for the target
domain. Despite previous works [25, 49] using style trans-
fer to estimate the target distribution, the generated images
still have a bias to the real dataset. Besides, the sole target
cannot correctly reflect the target distribution, and it is easy
to overfit existing categories. To alleviate this problem, we
propose a novel data augmentation technique to diversify
the target data. Specifically, we devise a patch-wise mix-
ing between the selected stylized image and the given target
data, which seeks to explore the content and style diversity
for the training images. Then we use these mixed images
to conduct a prototype-based information maximization to
ensure the diversity of predictions.
Patch-wise Mixing. Class mixing [28, 37] is an excellent
technique to improve adaptation performance. However, in
the one-shot scenario, it is inapplicable because most cat-
egories are missing in the target data. Therefore, we in-
troduce a patch-wise mixing method by splitting the target
and stylized source images into P patches. We obtain a
new mixed image by randomly replacing the source patch
with the target. The corresponding labels are obtained in
the same way:

X¢ = PatchMix(%Xs,x¢), v+ = PatchMix(ys,v}), ™)

where PatchMix(-, -) is the mixing operation as shown in
Figure 3. y; is the pseudo label of the given target image x;.
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Note that the target pseudo label is generated from a Mean-
Teacher framework, where the teacher model is the expo-
nential moving average of the student. Since our method at-
taches source patches to the target image, it can effectively
diversify the content of training images.

Prototype-based Information Maximization. Since the
original semantic structure information has been destroyed
in the mixed image pair (X¢, y¢), we adopt a metric learning
method to enhance the feature representation [51, 16, 55].
To be specific, we use supervised contrastive learning to
explore the semantic consistency between intra-class and
inter-class. The proposed prototype-based supervised con-
trastive loss is as follows:

C HxW

Lsel Xt Z Z vt log

c=1 i=1

exp(pe - FLOV /1)
S exp(pe - LV f7)

where 7 is the temperature F( ) is the representation fea-
ture of mixed image X; in p1xel 1 belonging to the category
c. p. is the prototype of category ¢, and it is calculated on
the stylized image (Xs,ys):

®)

S DY F I =

N HxW (n,1)
n=1 i=1 H[ys

Pe = ©)

= (]

Note that our prototype is computed based on the feature
F (0 of stylized images, identified by Sec. (3.1), due to
the label y, being the ground truth, which can remove the
harmful label noise. To diversify the output of the adapta-
tion model, we also provide an information maximization
loss that is formulated based on the prototypes. Details are
as follows.

Lim (Xt) ch log p3* 10

where . is the mean prototype embedding of the whole
selected source image, and p* is the prototype of the mixed
target image. Then we maximize the following objective for
the mixed target data:

Epim(§t) = Lzm(;(if) - ﬁscl (3(’,«) (11)

Finally, we achieve efficient one-shot domain adaptation
by jointly training the sample-selected minimization and the
prototype-based information maximization as follows:

E(isyit) = L"ssm(f(s) + ‘Cp'i'm(it)- (12)

4. Experiments
4.1. Datasets

Cityscapes, treated as target data, is a real-world dataset
collected from several German cities. It has 2,975 training
images with a resolution of 2048 x 1024. In our exper-
iments, we use only one unlabeled image during training.
We use the full validation set with 500 images to test our
network. GTAS, consisting of 24,966 images, is collected

from the homonymous computer game, and the original im-
age size is 1914x1052. It has 19 common categories with
Cityscapes, and the ground truth is generated by the game
render itself. SYNTHIA is another synthetic dataset that
contains 9,400 fully annotated images with the original res-
olution of 1280 x 760. We only evaluate a subset of 13 and
16 classes common with Cityscapes.

4.2. Implementation Details

We conduct all experiments by using PyTorch trained
on the GeForce RTX 3090Ti GPU. Following previous
works [12], we adopt the transformer-based architecture as
a strong baseline. For a fair comparison, we also perform
all experiments on the DeepLab-v2 with ResNet101 as the
backbone. We train the model with an AdamW optimizer,
a learning rate of 6 x 10~ for the encoder and 6 x 104
for the decoder, a weight decay of 0.01, linear learning rate
warmup with 500 iterations and linear decay afterwards.
Similar to [12], rare class sampling is also applied. We first
train the network with a batch of two 640 x 640 random
crops for total 40k iterations to obtain a high-quality source
model. Then it is considered the initialization model. Dur-
ing one-shot adaptation, we follow previous works [25, 49]
using only one target image to achieve quick adaptation.
Concerning the hyper-parameters, we utilize e+ = 0.015,
Asim = 0.5, k = 13, and 7 = 100 for all experiments.
Following [25], we run our methods 5 times with different
random seeds to get an average result, where each time we
randomly select one target image for training.

4.3. Comparison with State-of-the-art Methods

To testify the effectiveness of our method, we compare
the proposed IDM with two different cross-domain seman-
tic segmentation scenarios, including conventional unsuper-
vised domain adaptation (UDA) and one-shot unsupervised
domain adaptation (One-shot UDA). Besides, we verify the
efficiency and inference-time performance of the proposed
IDM.

Unsupervised Domain Adaptation (UDA). We first com-
pare our method with the conventional UDA approaches in
that all target data is available during training. We compare
representative state-of-the-art approaches using ResNet-101
[©] backbone, e.g. CBST [60], DACS [37], UPLR [47],
ProDA [55], and CPSL [19], and Transformer-based ar-
chitecture, e.g. DAFormer [12]. The detailed results are
shown in Table 1 for GTAS to Cityscapes and Table 2 for
SYNTHIA to Cityscapes. From the results, we can observe
that the proposed IDM outperforms existing traditional un-
supervised domain adaptation methods. Specifically, it
achieves the performance of 69.5%/67.9% mloU compared
to DAFormer 68.3%/67.4% mloU on GTAS/SYNTHIA to
Cityscapes, respectively. We also provide the comparison
results based on DeepLab-v2 using ResNet-101 as the back-
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Table 1. Adaptation from GTAS to Cityscapes. # TS denotes the number of target samples used in training.

domain adaptation are presented in bold.

The best results of one-shot
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UDA
CBST [60] All 91.8 53.5 80.5 32.7 21.0 34.0 28.9 20.4 83.9 34.2 80.9 53.1 24.0 82.7 30.3 359 16.0 259 42.8 45.9
DACS [37] All 89.9 39.7 87.9 30.7 39.5 38.5 46.4 52.8 88.0 44.0 88.8 67.2 35.8 84.5 45.7 50.2 0.0 27.3 34.0 52.1
UPLR [47] All 90.5 38.7 86.5 41.1 32.9 40.5 48.2 42.1 86.5 36.8 84.2 64.5 38.1 87.2 34.8 50.4 0.2 41.8 54.6 52.6
ProDA [55] All 87.8 56.0 79.7 46.3 44.8 45.6 53.5 53.5 88.6 45.2 82.1 70.7 39.2 88.8 45.5 59.4 1.0 489 56.4 57.5
CPSL [19] All 923 59.9 84.9 45.7 29.7 52.8 61.5 59.5 87.9 41.5 85.0 73.0 35.5 90.4 48.7 73.9 26.3 53.8 53.9 60.8
DAFormer [12] All 95.7 70.2 89.4 53.5 48.1 49.6 55.8 59.4 89.9 47.9 92.5 72.2 44.7 92.3 74.5 78.2 65.1 55.9 61.8 68.3
IDM (Ours) All 97.2 77.1 89.8 51.7 51.7 54.5 59.7 64.7 89.2 45.3 90.5 74.2 46.6 92.3 76.9 59.6 81.2 57.3 62.4 69.5
One-shot UDA

CBST [60] One 76.1 22.2 73.5 13.8 18.8 19.1 20.7 18.6 79.5 41.3 74.8 57.4 19.9 78.7 21.3 28.5 0.0 28.0 13.2 37.1
ProDA [55] One 80.9 32.2 689 24.7 21.0 24.6 29.6 14.8 71.7 28.6 66.4 55.8 17.5 81.6 21.2 24.2 20.0 25.0 13.9 38.0
ASM[25] One 89.5 31.2 81.3 27.8 22.8 30.6 32.8 25.1 82.6 35.0 76.7 59.2 26.6 82.3 27.7 34.1 0.9 25.6 29.6 43.2
SM-PPM [49] One 85.0 23.2 80.4 21.3 24.5 30.0 32.0 26.7 83.2 34.8 74.0 57.3 29.0 77.7 27.3 36.5 5.0 28.2 394 42.8
DAFormer [12] One 88.7 34.4 84.9 29.1 28.5 36.9 43.9 29.7 83.4 29.6 84.1 66.0 38.0 86.8 54.9 47.3 32.8 24.6 37.8 50.6
IDM (Ours) One 88.5 30.0 86.7 35.0 33.6 45.0 49.9 50.7 86.9 32.8 86.1 68.1 40.0 89.1 66.4 50.6 45.6 39.3 52.1 56.7

Table 2. Adaptation from SYNTHIA to Cityscapes. # TS denotes the number of target samples used in training.
one-shot domain adaptation are presented in bold.

The best results of
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UDA

CBST [60] All 68.0 29.9 76.3 10.8 1.4 33.9 22.8 29.5 77.6 78.3 60.6 28.3 81.6 23.5 18.8 39.8 42.6 48.9
DACS [37] All 80.6 25.1 81.9 21.5 2.9 37.2 22.7 24.0 83.7 90.8 67.6 38.3 82.9 38.9 28.5 47.6 48.3 54.8
UPLR [47] All 794 34.6 83.5 19.3 2.8 35.3 32.1 26.9 78.8 79.6 66.6 30.3 86.1 36.6 19.5 56.9 48.0 54.6
ProDA [55] All 87.8 45.7 84.6 37.1 0.6 44.0 54.6 37.0 88.1 84.4 74.2 24.3 88.2 51.1 40.5 45.6 55.5 62.0
CPSL [19] All 87.2 439 855 33.6 0.3 47.7 57.4 37.2 87.8 88.5 79.0 32.0 90.6 49.4 50.8 59.8 65.3 57.9
DAFormer [12] All 84.5 40.7 88.4 41.5 6.5 50.0 55.0 54.6 86.0 89.8 73.2 48.2 87.2 53.2 53.9 61.7 60.9 67.4
IDM (Ours) All 87.6 47.6 88.1 33.4 6.3 52.8 57.8 56.5 83.0 77.5 66.2 52.1 89.3 55.6 57.1 64.2 60.9 67.9

One-shot UDA

CBST [60] One 59.6 24.1 729 - - - 55 138 72.2 69.8 553 21.1 57.1 174 13.8 185 - 385
ProDA [55] One 81.8 389 60.6 7.8 0 31.6 14.6 11.5 51.5 699 56.2 164 79.2 244 59 323 36.4 41.8
ASM [25] One 85.7 39.7 77.1 1.1 0.0 242 2.1 9.2 769 81.7 434 114 63.9 158 1.6 20.3 34.6 40.7
SM-PPM [49] One 79.3 353 75.9 5.6 16.6 29.8 254 22.7 79.9 76.8 54.6 23.5 60.2 23.9 21.2 36.6 41.4 47.3
DAFormer [12] One 65.3 26.1 79.5 24.8 1.9 38.3 30.7 23.8 81.4 84.0 66.1 27.6 70.8 39.3 23.7 33.8 44.8 50.2
IDM (Ours) One 854 394 83.5 11.6 0.6 43.9 454 31.7 86.0 83.9 62.3 23.3 87.4 32.4 25.1 34.1 48.5 554
bone. More results are shown in Supplementary Materials. [25], SM-PPM [49]). From the results in Table 1 and 2,

One-shot Unsupervised Domain Adaptation (One-shot
UDA). To further testify the potential of IDM on one-shot
domain adaptation, we compare existing methods from two
aspects, 1) conventional UDA methods under one-shot sce-
nario (e.g., CBST [60] and ProDA [55], DAFormer [12]),
and 2) state-of-the-art one-shot UDA methods (e.g., ASM

we can draw some conclusions as follows. First, the pro-
posed IDM outperforms the above methods under the one-
shot UDA setting. Specifically, our method provides a sig-
nificant improvement with 6.1% higher than DAFormer on
GTAS — Cityscapes. Considering SYNTHIA—Cityscapes
task in Table 2, our method achieves 48.5% and 55.4% re-
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Figure 4. The convergence during training iterations.

sults on 13 and 16 classes, respectively, which provides a
significant margin improvement over ASM, SM-PPM and
DAFormer. These results demonstrate the effectiveness of
the proposed informative data mining adaptation approach.
Second, compared with conventional domain adaptation,
the performance of one-shot UDA methods degrades signif-
icantly in such data-scarce scenarios. For example, the per-
formance of one-shot DAFormer reduces to 50.6% mloU
on GTA5 — Cityscapes from the original 68.3% mloU. It
shows the naive model by directly reducing target data of
UDA methods is infeasible for one-shot UDA due to the
over-fitting to the single target image. It also reveals the
essential of our method for one-shot domain adaptation.
Moreover, it should notice that we have achieved an impres-
sive performance with only 500 training iterations, which
further demonstrates our efficiency.

4.4. Inference-time Adaptation Performance

To testify the efficiency of our IDM for tackling dy-
namically changing environment scenarios, we perform the
inference-time performance comparisons in this subsection,
including model convergence speed and the performance on
inference-time adaptation.

Training Convergence. We first compare the convergence
speed during adaptation training, which is essential for one-
shot domain adaptation to adapt fast to different real-world
scenarios. As ASM [25] requires 200k training iterations
and an additional style transfer module optimization, we
compare it with a more efficient method SM-PPM [49].
As Figure 4 shows, the proposed IDM can quickly fit into
the new target domain. We observe that IDM achieves a
higher and more stable adaptation result by only 50 training
iterations, with a significant margin gain and quick speed
for convergence. Moreover, we also provide training con-
vergence of one-shot DAFormer. Our method outperforms
DAFormer both in accuracy and speed. It reveals that our
IDM is superior in both efficiency and effectiveness.

Inference-time Adaptation Results. We provide segmen-
tation results for the referred one-shot training target data.

100
9
80
70

60
50
40
30
20
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0 o

road side. build. pole sign vege. sky person car mloU

mloU

H ProDA ASM SM-PPM DAFormer ®IDM (Ours)

Figure 5. Comparison results on the inference time.

Table 3. Study on each component adopted by our IDM. SSM:
sample-selected minimization, PIM: prototype-based information
maximization.

Network SSM  PatchMix  ClassMix PIM | mloU
1. DAFormer [12] - - - - 50.6
2. DAFormer [12] v - - - 52.0
3. DAFormer [12] v - - v 53.2
4. DAFormer [12] v v - - 55.0
5. DAFormer [12] - v - v 54.8
6. DAFormer [12] v - v v 55.9
7. DAFormer [12] v v - v 56.7
8. DLv2 [2] - - - - 41.1
9. DLv2 [2] v v - v 452

Because the target image is unlabeled, it is reasonable to
evaluate this single image during inference time, as same as
test time training [43], which reveals the capability of our
model to fit different scenarios. We report the average re-
sults on five randomly selected target images, and the com-
pared approaches are evaluated in the same manner. We
compare with ProDA [55], ASM [25], SM-PPM [49], and
DAFormer [12] in this subsection. We provide the perfor-
mance of common classes among different images and the
results are shown in Figure 5. We observe that the proposed
IDM achieves the best results in most categories. Note that
our method is computed based on the model trained for 50
iterations, while ProDA and ASM are trained for 200k iter-
ations. It demonstrates that our IDM achieves quick adap-
tation for dealing with dynamic domain shift problems.

4.5. Ablation Study

Influence of Different Components. In this section, we
first conduct experiments to verify the effectiveness of the
proposed components, including sample-selected minimiza-
tion (SSM), and prototype-based information maximization
(PIM). Specifically, we also compare the influence of the
proposed PatchMix with existing ClassMix [28] in the ex-
periments. For a fair comparison, we provide the results of
two different architectures, DAFormer [12] and DeepLab-
v2 [2]. As Table 3 shows, our model provides a signifi-
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Table 4. Performance on different architectures for GTAS and
SYNTHIA (SYN) to Cityscapes (CS) adaptation. Experiments
are conducted on both conventional domain adaptation (UDA) and
one-shot domain adaptation (OSDA).

GTAS — CS SYN — CS
OSDA UDA | OSDA UDA
DLV2 . only 36.9 36.9 38.6 38.6
DLv2 jpy 45.2 57.3 47.2 65.9
DAFormer . oniy 44.5 44.5 51.3 51.3
DAFormer jpy 56.7 69.5 554 67.9

cant improvement by achieving 56.7% mloU and 45.2 %
mloU based on the DAFormer and DeepLab-v2, respec-
tively, compared to the baseline model of 50.6% and 41.1
%. In addition, the model with SSM (model (1)) improves
performance from 50.6% to 52.0%, which indicates the pro-
posed sample selection technique can effectively transfer
the target information into the trained model. Besides, the
model with SSM and PIM can bring 1.2% performance
gain, which indicates the proposed two parts are comple-
mentary for model adaptation. In addition, adding Patch-
Mix from SSM provides a significant improvement from
52.0% (model (1)) to 55.0% (model (4)). The reason is that
the proposed SSM focuses on the style of information trans-
fer and the PIM pays more attention to context information.
Moreover, comparing the PatchMix and ClassMix, model
(6) and model (7), our method PatchMix outperforms 0.8%
mloU than ClassMix, owning to the rare classes’ existence
in the target images. Furthermore, Our method also pro-
vides a large margin improvement based on DeepLab-v2
architecture from 41.1% to 45.2%.

Performance on Different Architectures. To verify
the generalization of our method, we perform the ex-
periment on different architectures, including the tradi-
tional convolution-based architecture DeepLab-v2 [2] and
advanced transformer-based architecture DAFormer [12].
Specifically, we provide the conventional domain adapta-
tion (UDA) and one-shot domain adaptation (OSDA) results
on Table 4. From the results, we can observe that the pro-
posed method (IDM) offers a significant improvement on
both GTAS to Cityscapes (GTA5—CS) and SYNTHIA to
Cityscapes (SYN—CS) adaptations. The detailed results
are attached in the Supplementary Materials.

Influence of Different Selection Strategies. To identify
the most informative samples, we have proposed two dif-
ferent selection strategies: prediction uncertainty selection
(WP) and similarity uncertainty selection (JV°). As our
sample section is based on the style transferred (ST) im-
ages, we ablate both of them in this subsection. We con-
duct experiments on GTAS — Cityscapes to verify the ef-
fectiveness of different strategies. The detailed results are
shown in Table 5. Compared with the baseline, introducing
style transfer brings performance improvement from 50.6%

Table 5. Performance on different sample selection strategies for
GTAS to Cityscapes adaptation.

Method ST )4%4 ws mloU Iterations

Baseline - - - 50.6 20000
(a) v - - 51.5 13000
(b) - v - 51.4 2000
(c) v - v 51.7 4300
(d) v v v 52.0 300

Table 6. Study Table 7. Study Table 8. Study
on the uncertainty on the similarity on the number k
threshold parame- threshold parame- of categories con-

ter Aent. ter Asim.- tained in the image.
Aent  mloU Asim  mloU k mloU
0.005 50.8 0.8 51.0 10 50.5
0.010 51.1 0.7 51.6 11 50.7
0.015 514 0.6 51.7 12 51.5
0.020 509 0.5 52.0 13  51.6
0.025 51.2 0.4 514 14 51.6

to 51.5%, without reducing significant training iterations.
Besides, adding prediction and similarity uncertainty selec-
tion techniques, the model achieves 52.0% mloU with only
300 training iterations. This reveals our method is efficient
to perform quick adaptation and verifies the effectiveness of
the proposed informative sample selection strategy.

4.6. Parameters Analysis

Our framework contains several new hyper-parameters,
including the prediction uncertainty selection threshold
Aent in Eq. (1), the similarity uncertainty selection thresh-
old Agim in Eq. (4), and the number k of categories con-
tained in the selected stylized images in Eq. (4). We
construct extensive experiments to analyze the influence of
these hyper-parameters. The detailed results are provided in
Table 6, 7, and 8. From the results, we can observe that al-
though our method requires many manually-defined thresh-
olds, the performance of IDM is stable and not sensitive to
these hyper-parameters.

Moreover, we also provide the analysis of the number of
patches P in the PatchMix. The key idea of PatchMix is to
increase the diversity of training samples, so we randomly
mix patches without specifying the corresponding positions
replacement. This approach indeed somewhat breaks the
semantic relations while remaining locally structured in-
formation. Fortunately, due to supervised information for
training, the model can extract generalized features regard-
less of their spatial locations. This random mixing strategy
promotes robustness and generalization in the model adap-
tation. The detailed results of patches P are shown in the
Table 9.
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Table 9. Study on the number of patches in the PatchMix module.

#P 16 36 48 64 96 144
IDM 558 56.0 56.1 565 5677 563

5. Conclusion

This paper proposes an Informative Data Mining (IDM)
framework, aiming at performing quick adaptation from the
pre-trained source model to the target domain by only hun-
dreds of training iterations with one-shot target data avail-
able. To achieve this goal, we first propose a novel sample
selection criterion to identify the most informative samples
for training reducing redundant training significantly. At
the same time, we update the adaptation model by the pro-
posed model adaptation method. Specifically, we use the
prototype-based information maximization loss to enlarge
the diversity of the training samples alleviating the over-
fitting problem. The sample-selected minimization loss en-
forces the pre-trained source model to fit the target data.
The efficacy and efficiency of IDM have been demonstrated
by achieving a new state-of-the-art performance on two
standard one-shot domain adaptive semantic segmentation
benchmarks.
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