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Abstract

Surrogate gradient (SG) is one of the most effective approaches for training spiking neural networks (SNNs). While assisting SNNs to achieve classification performance comparable to artificial neural networks, SG suffers from the problem of time-consuming training, preventing it from efficient learning. In this paper, we formally analyze the backward process of classic SG and find that the membrane accumulation through time leads to exponential growth of training time. With this discovery, we propose Stabilized Spiking Flow (SSF), a simple yet effective approach to accelerate training of SG-based SNNs. For each spiking neuron, SSF averages its input and output activations over time to yield stabilized input and output, respectively. Then, instead of back propagating all errors that are related to current neuron and inherently entangled in time domain, the auxiliary gradient is directly propagated from the stabilized output to input through a devised relationship mapping. Additionally, SSF method is suitable to different neuron models. Extensive experiments on both static and neuromorphic datasets demonstrate that SNNs trained with SSF approach can achieve performance comparable to the original counterparts, while reducing the training time significantly. In particular, SSF speeds up the training process of state-of-the-art SNN models up to $10\times$ when time steps equal to 80.

1. Introduction

Benefiting from huge amount of data and advances in computing hardwares, deep artificial neural networks (ANNs) have achieved rapid development in past decades and even outperform human beings in areas like image classification [14], semantic segmentation [38] and object detection [25]. However, the promising performance of ANNs builds on the expense of substantial computational resources and power consumption during both training and inference, limiting its application in edge devices.

Known as the third generation of neural networks, Spiking Neural Network (SNN) simulates biological neuron’s action potential process which accumulates inputs as membrane potential and generates a binary spike when exceeding threshold. This simulation brings SNN with special neural dynamics, strong biological plausibility, and promising high energy efficiency on neuromorphic hardwares [26]. These advantages make SNN potential in solving many problems ANN encountered, including limited energy supplies in edge devices mentioned before. Hence, SNN has drawn a lot of attention of researchers in recent years.

Yet still training SNN is a big challenge since the discrete nature of binary spikes hampers the effective usage of gradient-based backpropagation (BP) methods on the training of SNN [31]. Among all the studies, one effective idea

Figure 1. Training and backward time cost in one epoch with different time steps. Classic SG method [7] experiences an exponential growth of training time when number of time steps increases. By contrast, SSF method significantly decreases training time cost, especially when training SNNs with long time steps.
is using some auxiliary variable approximating the non-differentiable part during back propagation. Based on this idea comes surrogate gradient (SG) method, which trains SNNs in the same way of training recurrent neural networks (RNNs) with the help of continuous relaxation of the real gradients [36]. With several years’ development, SG method enables SNNs to obtain high accuracy and be promoted to very deep neural networks [7]. However, the computation cost for SG is unacceptably high. As illustrated in Fig. 1, when SNNs’ time steps grow longer, time needed in training process increases exponentially. This creates an awkward situation that bigger number of time steps usually leads to better performance as longer spike trains can represent more complex information [7, 12, 41] (shown in Fig. 4). Therefore, it is desired to speed up the training of SG-based SNNs, especially with long time steps, while maintaining competitive performance.

In this paper we propose an acceleration method, dubbed Stabilized Spiking Flow (SSF), for efficiently training SNNs. We first formalize the backward process of classic SG method and identify that the main contributor to the exponential growth of the training time is SNNs’ membrane accumulation process which has to calculate gradients sequentially to back-propagation in time domain. To decrease the temporal correlation between time steps, SSF approximates output and input spike trains in each layer with stabilized inputs and outputs. Through the built mapping between stabilized inputs and outputs, SSF skips the membrane accumulation process and thus greatly speeds up the training process. As shown in Fig. 1, the effect of our method becomes more pronounced when time steps grow longer. Our main contributions are summarized as follows:

1. We systematically study the backward process of classic SG method and find that the exponential growth of training cost is mainly caused by SNNs’ membrane accumulation process.

2. To deal with the problem, we propose SSF method. SSF approximates each layers’ input and output spike trains with stabilized spiking flows and skips the cumbersome backpropagation in time domain by building relationship between inputs and outputs directly.

3. The sufficient experiments on both static and neuromorphic datasets prove the effectiveness of SSF. Particularly, SSF can speed up the backward process of state-of-the-art models up to $10 \times$ while achieving nearly the same classification accuracy.

2. Related Work

2.1. Learning Strategy of SNN

Learning strategy plays a very important role in the development of SNN. In general, training methods till now can be divided into three parts: conversion methods, bio-inspired methods, and adjusted BP methods.

The most representative conversion method is ANN-to-SNN [13, 21, 2, 39, 28, 17, 3]. Typically, it transmits a well-trained ANN into a SNN and then uses some tuning approaches narrowing the gap between them. ANN-to-SNN enables SNNs to perform as well as ANNs. However, this method aims at making a SNN act like an ANN and dismisses the rich time dynamic of SNN. Aside from low performance on neuromorphic datasets, obtained SNN still needs enough time steps to achieve good performance.

STDP method dominates the development of bio-inspired methods in recent years [16, 15, 40, 8, 32, 23, 37, 29]. STDP method trains SNNs directly with Spike-Timing-Dependent Plasticity (STDP) rules. These rules are oriented from Hebb rules, which have been proven plausible learning rules in brain. STDP method has the potential to realize strong artificial intelligence and has already achieved some success in unsupervised learning area [29], but those rules it uses adjust weights with local spike histories rather than global losses, stopping STDP from going deep or being applied to supervised learning. Till now, training SNNs with STDP still cannot obtain satisfying performance.

In the aspect of adjusted BP methods [34, 22, 41, 35, 24, 42, 4, 10], surrogate gradient (SG) method attracts widespread attention recently. SG replaces SNNs’ non-differentiable parts with surrogate gradients, thus solving the biggest barrier hindering the usage of classic BP on training SNNs. After several years of development, SG method now can train SNNs with both low latency and competitive performance. Our work focuses on SG method.

2.2. SG Method

SG method uses surrogate gradients replacing the non-differentiable parts during back-propagation and trains SNN like RNN. It was first used by Bothe et al. in 2002 [1], who bypassed the discontinuity problem by linearly processing the relationship between the input received by the neuron and the resulting pulse firing time. In 2016, Lee et al. [19] obtained a SNN with several hidden layers which outperformed ANN on neuromorphic datasets. In 2019, Wu et al. [36] created the STBP framework and got high accuracy on CIFAR-10 dataset. Recently, Guo et al. [12] designed the MPD approach, achieving nearly the same classify accuracy of ANN on CIFAR-10 dataset. In general, SG method now can train SNNs with both high accuracy and low latency, but the time cost is unacceptably high, especially in training SNNs with long time steps.

2.3. Speed Up Approaches

Quite a few works focus on dealing with the high training time cost of SG method. Wu et al. [35] attempted to use a SNN to inference but back-propagate with an ANN,
ASF-BP method [34] resembles it while in a different spiking gradients between inputs and outputs directly, decreasing training time cost to a very low level. However, they both failed to achieve competitive results. Deng et al. [7] proposed TIT training strategy, which views SNN with short time steps as pre-trained model for training long time steps SNN. TIT strategy does expedite the convergence of SNN, but it still suffers from the high cost of tuning process and only fits with the TET function introduced in [7]. Meng et al. [22] analyzed the relationship between inputs and outputs of each layer in SNN and proposed DSR method. This method enables fast training of SNNs with long time steps, but it needs two additional measures to achieve good performance. Inspired by [22], we devise SSF method. Our method differs by speeding up the training of SNNs in an easy-to-implement way while producing high accuracy without any other measures.

3. Method

This section first introduces the Leaky-Integrate-and-Fire (LIF) neuron model used in our method. Then, the backward propagation of classic SG is analyzed and revealing the main reason for the rapid growth of computation cost. Based on this discovery, our SSF method is proposed and presented in detail. Finally, to show our method’s universality, soft reset function is discussed, along with the application of SSF on it.

3.1. LIF Neuron Model

Different from ANN, neurons in SNN simulate biological neurons’ action potential process, which accumulates inputs as membrane potential and generates a binary spike when exceeding thresholds. As a widely used implement, LIF model can be simply described as [12]:

\[
\tau \frac{du}{dt} = -u + RI, \quad u < V_{th}, \quad (1)
\]

\[
u = u_{reset} \& \text{fire a spike}, \quad u \geq V_{th}, \quad (2)
\]

where \( u \) is the accumulated membrane potential, \( u_{reset} \) is the resting potential that is usually set as 0, \( RI \) stands for inputs, \( \tau \) is a time constant deciding the decreasing speed of \( u \), \( V_{th} \) represents the firing threshold. Eq. (1) figures the membrane potential accumulation process below \( V_{th} \). Eq. (2) means when \( u \) is up to \( V_{th} \), the neuron fires a spike and sets the membrane potential to the resting potential \( u_{reset} \), which named as hard reset.

It’s worth noting that the differential representation with continuously varying electricity is not easy to implement in mainstream machine learning frameworks. Wu et al. [36] proposed an iterative model, which can be conducted as:

\[
u[t] = (1 - \frac{dt}{\tau})\nu[t - 1] + \frac{dt}{\tau}RI, \quad (3)
\]

where \( u[t] \) means the membrane potential at time step \( t \).

Factor \( 1 - \frac{dt}{\tau} \) can be simplified as \( \lambda \), standing for the attenuation in each time step. Input \( \frac{dt}{\tau}RI \) equals to the weighted summation of pre-synaptic signals \( \sum_j w_j o_j[t] \), where \( w_j \) denotes the connection weight between the \( j \)-th pre-neuron and current neuron, while \( o_j[t] \) means the binary spike from the \( j \)-th pre-neuron at time step \( t \). With these settings, the iterative model can be updated as [22]:

\[
u[t] = \lambda u[t - 1] - [1 - \lambda] u[t - 1] + \sum_j w_j o_j[t], \quad (4)
\]

\[
o_j[t] = H(u_j[t] - V_{th}), \quad (5)
\]

where \( H \) denotes the Heaviside function and \( u[0] = \sum_j w_j o_j[0] \).

It’s worth noting that another widely used IF model equals to LIF model with \( \lambda \) set to 1, so our method can easily adapt to IF models. Besides, SSF is also compatible with soft reset function, we will discuss it in Sec. 3.4.

3.2. Formulation of Backward Process

In this part we analyze the backward process of classic SG method. We use the LIF model introduced above. Then, the Fire (LIF) neuron model used in our method. Then, the backward process of classic IF model can be described as:

\[
u_i[t] = \begin{cases} 
\lambda u_i[t - 1] - [1 - \lambda] u_i[t - 1] + \sum_j w_{ij} o_j[t], & t \neq 0, \\
I_i[0], & t = 0,
\end{cases} \quad (6)
\]

\[
o_j[t] = H(u_j[t] - V_{th}), \quad (7)
\]

With the effect of chain rule, we can assume that the gradient of \( I_i[t + 1] \) has already obtained through above layers. As the output of last time step, \( o_j[T] \) ends the whole spiking process, so it’s gradient can be generated from \( I_i[T] \) directly. For time step \( t - 1 \), \( o_j[t - 1] \) takes part in the accumulation of \( u_i[t] \). From Eq. (6) and Eq. (7), we have:

\[
\frac{\partial L}{\partial o_i[t]} = \sum_j \frac{\partial L}{\partial I_i[t - 1]} \frac{\partial I_i[t - 1]}{\partial o_j[t - 1]} + \sum_j \frac{\partial L}{\partial I_i[t + 1]} \frac{\partial I_i[t + 1]}{\partial o_j[t]} \frac{\partial o_j[t]}{\partial o_i[t]} (\lambda u_i[t - 1] - [1 - \lambda] u_i[t - 1]). \quad (8)
\]

With \( \frac{\partial L}{\partial o_i[T]} \), we can move on calculating \( \frac{\partial L}{\partial o_i[t]} \). Same with \( o_i[T] \), \( \frac{\partial L}{\partial o_i[t]} \) can be generated from \( \frac{\partial L}{\partial o_i[T]} \) directly. For other time step \( t < T \), \( u_i[t] \) takes part in the accumulation of \( u_i[t + 1] \). From Eq. (6) and Eq. (7), we have:

\[
\frac{\partial L}{\partial u_i[t]} = \frac{\partial L}{\partial o_i[t]} \frac{\partial o_i[t]}{\partial u_i[t]} + \frac{\partial L}{\partial u_i[t + 1]} (\lambda u_i[t - 1] - [1 - \lambda] u_i[t - 1]). \quad (9)
\]
As shown in Eq. (6), \( I_i^t[t] \) only connects to \( u_i^t[t] \). With \( \frac{\partial L}{\partial u_i^t[t]} \), we can have:

\[
\frac{\partial L}{\partial I_i^t[t]} = \frac{\partial L}{\partial u_i^t[t]} \frac{\partial u_i^t[t]}{\partial I_i^t[t]} = \frac{\partial L}{\partial u_i^t[t]},
\]

which will be back propagated to the next layer.

Intuitively, Fig. 2a illustrates this backward process, from which we can find that the main computation cost occurs in the back-propagation of membrane accumulation process. What’s more, the error back-propagation in time domain is serial, which forces programs to calculate \( T \) times in sequence and greatly reduces the efficiency of parallel computing devices like GPU. In fact, as shown in Fig. 1, training time experiences an exponential growth when time steps increase. This raises a natural question: is it possible to avoid the back propagation of membrane potential while not degrade final performance? We answer this question by proposing the SSF method.

### 3.3. Stabilized Spiking Flow

Due to the complex dynamics of spiking neurons, it’s challenge to skip membrane potential and map the conversion of each time step’s inputs and outputs while keeping performance consistent. However, from the perspective of global, we find a possible way to approach this goal.

When training SNNs on static datasets like CIFAR-10, a 2D image would be simply repeated \( T \) times as input. This kind of input brings a series of repeated spiking and results in a spike train with stable spiking frequencies, which we name as a stabilized spiking flow. She et al. [27] discussed the dynamic of SNN and found that when taking several stabilized spiking flows as inputs, neuron of SNNs would transmit them to another stabilized spiking flow. So when trained on static datasets, SNNs’ inputs and outputs of each layer all can be viewed as stabilized spiking flows. Consequently, spiking neurons can be viewed as simple transverters between different stabilized flows with no need considering the complex process of membrane potential accumulation inside them. So, if we can build the translation between these stabilized inputs and outputs, we may skip the accumulation of membrane potential and reduce the exponential training time cost. Inspired by [22], we implement it through the whole input and output electricity.

Formally, considering the decay of membrane potential on each time step, the whole input electricity of a neuron \( i \) in layer \( l \) can be formulated as \( \sum_{t=0}^{T} \lambda^{T-t} I_i^t[t] \). By multiplying both sides of Eq. (6) with the attenuation coefficient and summing over time steps, we get:

\[
\sum_{t=0}^{T} \lambda^{T-t} u_i^t[t] = \sum_{t=0}^{T} \lambda^{T-t} I_i^t[t] \\
+ \sum_{t=0}^{T-1} \lambda^{T-t} u_i[t](1 - o_i^t[t]).
\]

Eq. (11) can be further divided to:

\[
u_i^t[T](1 - o_i^t[T]) = \sum_{t=0}^{T} \lambda^{T-t} (I_i^t[t] - o_i^t[t]u_i^t[t]).
\]

The left side of Eq. (12) means electricity left in neuron after time step \( T \), while the right side represents the whole input electricity minus the whole output electricity. Since the remaining electricity \( u_i^t[T](1 - o_i^t[T]) \) is less than \( V_{th} \), with long enough time steps, we can dismiss it and have:

\[
\sum_{t=0}^{T} \lambda^{T-t} I_i^t[t] \approx \sum_{t=0}^{T} \lambda^{T-t} o_i^t[t] u_i^t[t].
\]

Eq. (13) describes the relationship between the whole input and output electricity of a neuron. As we mentioned...
before, stabilized spiking flow equals to stable input or output electricity each time step, so we define stabilized input electricity \( FI \) as a constant satisfying \( \sum_{t=0}^{T} \lambda^{T-t} FI = \sum_{t=0}^{T} \lambda^{T-t} f_{i}^{t}[t] \).

For stabilized output electricity, it connects with membrane potential of those time steps generating spikes. However, \( u_{i}^{t}[t] \) plays the role of lost electricity when generating a spike. Meanwhile, spiking flow equals to a series of repeated spiking process which includes the same membrane potential in each time step. So electricity lost in each spiking process can be viewed as a stable value \( R \), which can be calculated during inference and used as a constant in backward process. We discussed the effect of \( R \)’s precision in Sec. 4.5. In our method, we define average spiking electricity as \( R = \frac{\sum_{t=0}^{T} \lambda^{T-t} u_{i}^{t}[t]}{\sum_{t=0}^{T} \lambda^{T-t}} \) and define stabilized output flow as \( FO = \frac{\sum_{t=0}^{T} \lambda^{T-t} u_{i}^{t}[t]}{\sum_{t=0}^{T} \lambda^{T-t}} \). \( R \) would be generated during inference and treated as a constant in backward progress, thoroughly removing the influence of membrane potential.

With these definition and the dynamic of SNN’s neurons, the transition between \( FO \) and \( FI \) can be described as:

\[
FO = \text{max}(0, \frac{FI}{R \ast V_{th}}).
\]

Considering that too much electricity lost in each spiking process may cause information loss, we set a limit to \( R \) by setting \( \frac{\partial FO}{\partial FI} = 0 \) when \( R > 2 \).

Through \( FO \) and \( FI \), the whole backward progress can be described as:

\[
\frac{\partial L}{\partial f_{i}^{t}[t]} = \frac{\partial L}{\partial FO} \frac{\partial FO}{\partial FI} \frac{\partial FI}{\partial f_{i}^{t}[t]},
\]

where \( \frac{\partial L}{\partial FO} = \frac{\sum_{t=0}^{T} \lambda^{T-t} u_{i}^{t}[t]}{\sum_{t=0}^{T} \lambda^{T-t}} \) and \( \frac{\partial FI}{\partial f_{i}^{t}[t]} = 1 \) because input \( f_{i}^{t}[t] \) naturally experiences \( T - t \) time steps’ damping during inference. As shown in Fig. 2b, we successfully skip the back-propagation of membrane accumulation with the help of \( FO \) and \( FI \).

### 3.4. Soft Reset Function

Aside from hard reset, soft reset function is also widely used in SNN. After generating a spike, soft reset sets membrane potential to \( u_{i}^{t} = V_{th} \) rather than \( u_{i}^{reset} \). Formally, LIF model using soft reset function can be formulated as:

\[
u_{i}^{t} = \lambda \left(u_{i}^{t-1} - V_{th} \ast o_{i}^{t-1}\right) + \sum_{j} w_{j} o_{j}^{t},
\]

\[
o_{i}^{t} = H(u_{i}^{t} - V_{th}).
\]

Our method is compatible with soft reset method too. With the same process, we can obtain a relationship between input and output electricity:

\[
u_{i}^{t}[T] - V_{th} o_{i}^{t}[T] = \sum_{t=0}^{T} \lambda^{T-t} \left(f_{i}^{t}[t] - V_{th} o_{i}^{t}[t]\right).
\]

The left part of Eq. (18) stands for electricity remaining in spiking neurons after time step \( T \), while the right part represents the whole input electricity minus the whole output electricity, similar to Eq. (12).

Different from hard reset, left electricity can be much higher than \( V_{th} \) in Eq. (18), so we can not ignore it. Based on the idea of stabilized spiking flow, when left electricity is beyond \( V_{th} \), stabilized input electricity must exceed \( V_{th} \) in each time step. In this situation, a spiking neuron will generate a spike every time step, which means that the output spike train reaches its upper bound and we have no way to distinguish different input spike trains as they are all beyond output trains’ representation ability. Specifically, spiking neuron clamp the whole input electricity to \([0, TV_{th}].\)

Similarly, we define \( FI = \frac{\sum_{t=0}^{T} \lambda^{T-t} f_{i}^{t}[t]}{\sum_{t=0}^{T} \lambda^{T-t}} \) and \( FO = \frac{\sum_{t=0}^{T} \lambda^{T-t} o_{i}^{t}[t]}{\sum_{t=0}^{T} \lambda^{T-t}} \). \( R \) is not necessary as electricity lost in each spiking process all equals to \( V_{th} \). Therefore, the relationship between input and output spiking flows can be derived as:

\[
FO = \text{Clamp}\left(\frac{FI}{V_{th}}, 0, 1\right).
\]

Other parts of backward process resembles hard reset.

### 4. Experiments

To validate the effectiveness of our method, we first apply SSF to four representative frameworks of SG on both static and neuromorphic datasets. Then we demonstrate the acceleration advantage of SSF when time steps become longer. Finally, we perform ablation study on the influence of average spiking electricity \( R \) defined in Sec. 3.3 and the instantiation of parallel computing.

#### 4.1. Datasets

We evaluate our method on three static datasets, CIFAR-10 [18], CIFAR-100 [18], Tiny-ImageNet [5] and one neuromorphic dataset DVS-CIFAR10 [20].

CIFAR-10 and CIFAR-100 datasets are two widely used datasets in image classification filed. They both contain 60000 color images of which 50000 are for training and 10000 are for test. CIFAR-10 has 10 classes with 6000 images each class, while CIFAR-100 has 100 classes with 600 images each class. When training on these two datasets, we utilize a standard data augmentation strategy same as [34].

Tiny-ImageNet dataset is a subset of ImageNet [5]. It contains 200 classes with 500 training samples and 50 validation samples each class. We use a classic transform process, which resizes each picture to 224*224 before horizontal flip and normalization.
Table 1. Classification performance on CIFAR-10, CIFAR-100, Tiny-ImageNet and DVS-CIFAR10. For the first three datasets, we divide the frameworks into 3 classes: ANN, ANN-to-SNN, and SG. Different types of methods are separated by horizontal lines. We carefully rebuild three representative SG frameworks and accelerate their training process with our method. Classification accuracy and backward time spent in one epoch are shown. We use a gray background to distinguish accelerated frameworks from original frameworks and compute speed-up ratios with backward time.

<table>
<thead>
<tr>
<th>Method</th>
<th>Network</th>
<th>Time steps</th>
<th>Accuracy</th>
<th>Backward time (s)</th>
<th>Speed-up ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>ANN [22]</td>
<td>PreAct-ResNet-18</td>
<td>/</td>
<td>95.41%</td>
<td>/</td>
<td>/</td>
</tr>
<tr>
<td>ANN-to-SNN [13]</td>
<td>VGG-16</td>
<td>2048</td>
<td>93.63%</td>
<td>/</td>
<td>/</td>
</tr>
<tr>
<td>ANN-to-SNN [39]</td>
<td>VGG-like</td>
<td>600</td>
<td>94.20%</td>
<td>/</td>
<td>/</td>
</tr>
<tr>
<td>tdBN [41]</td>
<td>ResNet-19</td>
<td>20</td>
<td>93.07%</td>
<td>651.8</td>
<td>1.00×</td>
</tr>
<tr>
<td>tdBN-ours</td>
<td>ResNet-19</td>
<td>20</td>
<td>93.04%</td>
<td>313.3</td>
<td>2.08×</td>
</tr>
<tr>
<td>RecDisN [12]</td>
<td>PreAct-ResNet-18</td>
<td>20</td>
<td>94.60%</td>
<td>406.3</td>
<td>1.00×</td>
</tr>
<tr>
<td>RecDis-ours</td>
<td>PreAct-ResNet-18</td>
<td>20</td>
<td>94.30%</td>
<td>155.6</td>
<td>2.62×</td>
</tr>
<tr>
<td>TET [7]</td>
<td>PreAct-ResNet-18</td>
<td>20</td>
<td>95.00%</td>
<td>402.5</td>
<td>1.00×</td>
</tr>
<tr>
<td>TET-ours</td>
<td>PreAct-ResNet-18</td>
<td>20</td>
<td>94.90%</td>
<td>143.0</td>
<td>2.81×</td>
</tr>
</tbody>
</table>

CIFAR-100

<table>
<thead>
<tr>
<th>Method</th>
<th>Network</th>
<th>Time steps</th>
<th>Accuracy</th>
<th>Backward time (s)</th>
<th>Speed-up ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>ANN [22]</td>
<td>PreAct-ResNet-18</td>
<td>/</td>
<td>78.12%</td>
<td>/</td>
<td>/</td>
</tr>
<tr>
<td>ANN-to-SNN [6]</td>
<td>ResNet-20</td>
<td>400-600</td>
<td>69.82%</td>
<td>/</td>
<td>/</td>
</tr>
<tr>
<td>ANN-to-SNN [13]</td>
<td>VGG-16</td>
<td>768</td>
<td>70.09%</td>
<td>/</td>
<td>/</td>
</tr>
<tr>
<td>ANN-to-SNN [39]</td>
<td>VGG-like</td>
<td>300</td>
<td>71.84%</td>
<td>/</td>
<td>/</td>
</tr>
<tr>
<td>tdBN [41]</td>
<td>ResNet-19</td>
<td>20</td>
<td>69.54%</td>
<td>511.0</td>
<td>1.00×</td>
</tr>
<tr>
<td>tdBN-ours</td>
<td>ResNet-19</td>
<td>20</td>
<td>69.19%</td>
<td>254.4</td>
<td>2.01×</td>
</tr>
<tr>
<td>RecDis [12]</td>
<td>PreAct-ResNet-18</td>
<td>20</td>
<td>73.97%</td>
<td>403.4</td>
<td>1.00×</td>
</tr>
<tr>
<td>RecDis-ours</td>
<td>PreAct-ResNet-18</td>
<td>20</td>
<td>75.48%</td>
<td>153.0</td>
<td>2.62×</td>
</tr>
<tr>
<td>TET [7]</td>
<td>PreAct-ResNet-18</td>
<td>20</td>
<td>74.41%</td>
<td>429.4</td>
<td>1.00×</td>
</tr>
<tr>
<td>TET-ours</td>
<td>PreAct-ResNet-18</td>
<td>20</td>
<td>74.87%</td>
<td>154.8</td>
<td>2.77×</td>
</tr>
</tbody>
</table>

Tiny-ImageNet

<table>
<thead>
<tr>
<th>Method</th>
<th>Network</th>
<th>Time steps</th>
<th>Accuracy</th>
<th>Backward time (s)</th>
<th>Speed-up ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>ANN [33]</td>
<td>ResNet-34</td>
<td>/</td>
<td>57.63%</td>
<td>/</td>
<td>/</td>
</tr>
<tr>
<td>ANN-to-SNN [11]</td>
<td>DCT-SNN</td>
<td>125</td>
<td>52.43%</td>
<td>/</td>
<td>/</td>
</tr>
<tr>
<td>ANN-to-SNN [30]</td>
<td>ResNet-17</td>
<td>5</td>
<td>56.91%</td>
<td>/</td>
<td>/</td>
</tr>
<tr>
<td>SEW [9]</td>
<td>SEW-ResNet34</td>
<td>20</td>
<td>58.32%</td>
<td>7231.4</td>
<td>1.00×</td>
</tr>
<tr>
<td>SEW-ours</td>
<td>SEW-ResNet34</td>
<td>20</td>
<td>58.81%</td>
<td>2250.3</td>
<td>2.95×</td>
</tr>
</tbody>
</table>

DVS-CIFAR10

<table>
<thead>
<tr>
<th>Method</th>
<th>Network</th>
<th>Time steps</th>
<th>Accuracy</th>
<th>Backward time (s)</th>
<th>Speed-up ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>tdBN [41]</td>
<td>ResNet-19</td>
<td>20</td>
<td>67.0%</td>
<td>196.4</td>
<td>1.00×</td>
</tr>
<tr>
<td>tdBN-ours</td>
<td>ResNet-19</td>
<td>20</td>
<td>67.4%</td>
<td>97.6</td>
<td>2.01×</td>
</tr>
<tr>
<td>RecDis [12]</td>
<td>VGG-11</td>
<td>20</td>
<td>74.6%</td>
<td>32.8</td>
<td>1.00×</td>
</tr>
<tr>
<td>RecDis-ours</td>
<td>VGG-11</td>
<td>20</td>
<td>74.5%</td>
<td>17.3</td>
<td>1.90×</td>
</tr>
<tr>
<td>TET [7]</td>
<td>VGG-11</td>
<td>20</td>
<td>78.7%</td>
<td>31.2</td>
<td>1.00×</td>
</tr>
<tr>
<td>TET-ours</td>
<td>VGG-11</td>
<td>20</td>
<td>74.1%</td>
<td>16.4</td>
<td>1.90×</td>
</tr>
<tr>
<td>TET-CE-ours</td>
<td>VGG-11</td>
<td>20</td>
<td>78.0%</td>
<td>15.1</td>
<td>2.07×</td>
</tr>
</tbody>
</table>

DVS-CIFAR10 dataset is a neuromorphic dataset based on CIFAR-10. It consists of 10000 event streams in 10 classes which are recorded by event camera. To reduce calculating complexity, we downsample the original $128 \times 128$ event streams to $48 \times 48$ and select the last 10% of streams of each class for test while the remaining 90% for training.

4.2. Implementation Details

We apply SSF to four representative SG frameworks, namely TET [7], RecDis [12], SEW [9] and tdBN [41]. We rebuild these four frameworks as faithfully as possible by following each corresponding paper. Specifically, when SSF is adopted to tdBN, we use the ResNet-19 structure in all cases. As for TET and RecDis, we utilize the PreAct-ResNet-18 structure on CIFAR-10 and CIFAR-100 datasets, while employ the VGG-11 structure on DVS-CIFAR10. SEW framework is only used in Tiny-ImageNet dataset. Unless specified, time steps of all experiments are set to 20. More details are shown in supplementary materials.

In addition to comparing the classification accuracy, we also record two kinds of training time spent in each epoch. One named as training time, consists of time spent in both forward and backward process. The other one named as backward time, only includes time spent in backward process. We run 10 epochs and take the average time spent in each epoch as final results. To ensure the stability of the environment, all time records are obtained through a sever with 8 TITAN X GPUs, while the batch size is kept to 32.
(a) Speed up effects of TET frameworks with varying time steps on different datasets.

(b) Speed up effects of different frameworks with varying time steps on CIFAR-10.

Figure 3. Acceleration effect with varying time steps. In (a), we take TET as an example and illustrate the acceleration effect across different datasets. In (b), all frameworks are evaluated on CIFAR-10 datasets.

Table 2. Experimental results compared to DSR. All experiments are conducted on PreAct-ResNet-18 network with IF model. DSR-noF represents DSR removing firing mechanism modification.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Time Step</th>
<th>DSR</th>
<th>DSR-noF</th>
<th>SSF</th>
</tr>
</thead>
<tbody>
<tr>
<td>CIFAR-10</td>
<td>20</td>
<td>95.4%</td>
<td>92.9%</td>
<td>95.4%</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>94.7%</td>
<td>90.8%</td>
<td>95.3%</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>94.5%</td>
<td>84.0%</td>
<td>95.0%</td>
</tr>
<tr>
<td>CIFAR-100</td>
<td>20</td>
<td>78.5%</td>
<td>74.9%</td>
<td>77.5%</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>76.8%</td>
<td>62.7%</td>
<td>76.6%</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>74.4%</td>
<td>53.6%</td>
<td>74.2%</td>
</tr>
</tbody>
</table>

4.3. Comparisons with State-of-the-art

We first quantitatively compare our approach with the four representative training frameworks in terms of classification accuracy and acceleration effect. Results are shown in Table 1, where ‘*-ours’ means accelerating the training of framework ‘*’ with SSF.

When training on static datasets, we can find that all four candidate methods accelerated with SSF consistently achieve the classification accuracy on par with the original counterparts. This indicates that our acceleration strategy is performance-friendly on static datasets. As for neuromorphic dataset, SSF method still obtains competitive performance in RecDis and tDBN frameworks, but appears a bit maladjustment to TET method. This is mainly because the input from DVS-CIFAR10 changes at every time step and is difficult to approximate with stabilized spiking flow, while TET highlights the loss of each time step rather than average output of all time steps. To prove this, we modify the TET loss function to CrossEntry loss in TET framework and obtain an accuracy of 78%, nearly the same with original TET.

While keeping competitive performance, our method significantly decreases training time in all cases. Specifically, on the three static dataset, SSF speeds up the backward process more than twice. In terms of neuromorphic dataset, though these original training methods spend less time in the backward process compared with that on static datasets, SSF can still half the backward time, again demonstrating the universality and effectiveness of our approach.

To analysis the acceleration characteristic from a global view, we also record the accuracy curves of RecDis and RedDis-ours trained on CIFAR-10. Results are shown in supplement materials, from which we can observe that epochs needed to converge are nearly the same between the original version and the accelerated one.

Our method also works on SNNs with soft reset function, corresponding experiments are shown in supplement materials. However, we notice that the basic theory of SSF suits hard reset more than soft reset function. As we know, DSR is one of the most success method using relationship between input and output electricity accelerating the training of SNNs with soft reset function. However, the appealing performance of DSR builds on the basis of combining firing mechanism modification and threshold training. We conduct experiments on a network same with DSR, and results are shown in Tab. 2. DSR-noF stands for DSR without firing mechanism modification, which fails achieving good performance. In contrast, SSF doesn’t need any additional measures to achieve high performance while speeds up the training process with higher ratio ($2.75 \times$ for SSF and $2.69 \times$ for DSR with time steps equaling to 20 on CIFAR10).

4.4. Effect of Large Time Steps

As shown in Fig. 4, longer time steps leads to better performance. However, as we derived before, long time steps brings unacceptably high training time. In this section, we study the acceleration effect of our method when time steps grow longer, ranging from 10 to 80.

Fig. 3 illustrates the relationship between training time
Figure 4. Performance with long time steps. All experiments are conducted in TET framework on CIFAR-100 based on IF model.

and time steps in terms of different methods trained on different datasets. In general, we can find that in classic SG method, backward time grows rapidly and quickly occupies the main part of the training time as the number of time steps increase. By contrast, when accelerating with SSF, both backward time and training time increase in a very low speed, making the acceleration advantage of SSF more meaningful. Specifically, SSF achieves about $10^\times$ speed-up ratio when time steps equal to 80.

Fig. 3a shows the growth of training time in the TET framework but on different datasets when time steps grow longer. Across all datasets, the trend that backward time of the original TET grows exponentially with varying time steps remains the same. However, on different datasets with the same exemplar framework, our method can speed up training consistently. These results show that the acceleration effect of SSF does not depend on datasets.

Fig. 3b depicts the growth of training time as increasing number of time steps on the same dataset but with different frameworks. The exponential growing of training time, encountered by all methods in the same setting, indicates the common limitation of SGs on efficient learning. Here again, our SSF endows all the training process with high efficiency, regardless of which framework is employed.

### 4.5. Ablation Study

We first conduct ablation study on the average spiking electricity $R$ defined in Sec. 3.3. To prove it’s importance, we remove $R$ from our method by setting $R = 1$ directly, which eliminates the influence of $R$ in Eq. (14). We also investigate the influence of changeable $R$ with different precision. In our method, we define $R \in \mathbb{R}^{B \times C \times H \times W}$ by default, where $B$ denotes batch size, $C$ represents the number of channels, $H$ and $W$ stands for the height and width of character images in each layer. We adjust the precision of $R$ by reducing it’s dimension. All experiments are conducted with the PreAct-ResNet-18 structure on CIFAR-10 with same hyper-parameters. Results are shown in Table 3.

<table>
<thead>
<tr>
<th>Setting</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R = 1$</td>
<td>10.00%</td>
</tr>
<tr>
<td>$R \in \mathbb{R}$</td>
<td>94.41%</td>
</tr>
<tr>
<td>$R \in \mathbb{R}^B$</td>
<td>60.19%</td>
</tr>
<tr>
<td>$R \in \mathbb{R}^{B \times C}$</td>
<td>61.35%</td>
</tr>
<tr>
<td>$R \in \mathbb{R}^{B \times C \times H \times W}$</td>
<td>95.19%</td>
</tr>
</tbody>
</table>

When setting $R$ as 1, the resultant SNN performs nearly a random classifier, proving the importance of average spiking electricity. We can also find that among varying precisions, $R$ defined in our methods achieves best performance. This may manifest that the fine-grained manipulation of the mapping between $FO$ and $FI$ is beneficial to maintain performance.

We also study the influence of different numbers of GPUs on SSF’s acceleration ratio. All experiments are performed on a server with 8 TITAN X GPUs in TET framework on CIFAR-10. We set $T$ to 20 in all experiments. Batch size is set to 16 for each GPU, which means that the whole batch size is $16 \times n$ when using $n$ GPUs. As shown in Table 4, GPU number has little effect on the speed up ratio of SSF, proving the stability of SSF’s acceleration effect.

<table>
<thead>
<tr>
<th>Num. of GPU</th>
<th>1</th>
<th>2</th>
<th>4</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>Backward time (SG)</td>
<td>2742.5</td>
<td>1432.3</td>
<td>713.2</td>
<td>353.2</td>
</tr>
<tr>
<td>Backward time (SSF)</td>
<td>902.1</td>
<td>482.3</td>
<td>239.0</td>
<td>119.2</td>
</tr>
<tr>
<td>Speed up ratio</td>
<td>3.04</td>
<td>2.97</td>
<td>2.98</td>
<td>2.96</td>
</tr>
</tbody>
</table>

### 5. Conclusion

In this paper, we first analyze the backward process of classic SG method and find that the main reason for it’s high training time cost is the back-propagation of membrane potential. Based on this discovery, we introduce the SSF method, which skips membrane potential during backward by approximating output and input spike trains with stabilized spiking flows and builds relationship between them directly. Experimental results and analysis show that the proposed method significantly reduces the training time cost of SG while achieving nearly the same performance, and the acceleration is more pronounced in training SNNs with long time steps.
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