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Abstract

Given the severe vulnerability of Deep Neural Networks
(DNNs) against adversarial examples, there is an urgent
need for an effective adversarial attack to identify the de-
ficiencies of DNNs in security-sensitive applications. As
one of the prevalent black-box adversarial attacks, the ex-
isting transfer-based attacks still cannot achieve compara-
ble performance with the white-box attacks. Among these,
input transformation based attacks have shown remark-
able effectiveness in boosting transferability. In this work,
we find that the existing input transformation based at-
tacks transform the input image globally, resulting in lim-
ited diversity of the transformed images. We postulate
that the more diverse transformed images result in better
transferability. Thus, we investigate how to locally ap-
ply various transformations onto the input image to im-
prove such diversity while preserving the structure of im-
age. To this end, we propose a novel input transforma-
tion based attack, called Structure Invariant Transforma-
tion (SIA), which applies a random image transformation
onto each image block to craft a set of diverse images for
gradient calculation. Extensive experiments on the stan-
dard ImageNet dataset demonstrate that SIA exhibits much
better transferability than the existing SOTA input transfor-
mation based attacks on CNN-based and transformer-based
models, showing its generality and superiority in boosting
transferability. Code is available at https://github.
com/xiaosen-wang/SIT.

1. Introduction
With the unprecedented progress of Deep Neural Net-

works (DNNs) [25, 20, 23, 50, 12], they have been de-
ployed in many security-sensitive applications, such as face
recognition [41, 51, 43, 44], autonomous driving [14, 31],
etc. On the other hand, recent works have found that
DNNs are vulnerable to adversarial examples [47, 15],
which mislead the deep models with imperceptible pertur-
bations. This brings a huge threat to the real-world applica-
tions [42, 13, 45, 57, 71, 78] and makes it imperative for an
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Figure 1: The raw image and its transformed images by
DIM (resize factor of 0.8) [64], TIM (translated by 15 pix-
els) [11], SIM (scale factor of 0.5), Admix (admix strength
of 0.2 and scale factor of 0.5) [55], SSA (turning factor of
0.5) [36] and our proposed SIA (3× 3 blocks).

effective attack to identify the deficiencies of DNNs when
we robustify the deep models or deploy them for commer-
cial applications.

Existing adversarial attacks usually fall into two cate-
gories: white-box attacks [15, 38, 37, 26, 54] can fetch
any information of the target model, including (hyper-
)parameters, gradient, architecture, while black-box at-
tacks [24, 7, 4, 27, 33, 77] are only allowed limited access
to the target model. One of the significant properties of ad-
versarial examples is their transferability [64, 10, 53, 76], in
which the adversarial examples generated on one model can
still mislead other models, making it possible to attack the
real-world applications in the black-box setting. However,
existing adversarial attacks [26, 37] often exhibit superior
white-box attack performance but poor transferability.

To craft more transferable adversarial examples, various
techniques have been proposed, such as momentum-based
methods [10, 32, 53, 56], input transformations [64, 11, 32,
68, 72], ensemble attacks [33, 66, 36], advanced objective
functions [61, 80] and model-specific approaches [28, 60].
Among which, input transformations (e.g., random resizing
and padding [64], translation [11], scale [32] admix [55],
etc.) that transform the image before gradient calculation,
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have achieved superior transferability and attracted broad
attention. Nevertheless, we find that the existing input trans-
formation based attacks, even the SOTA attack Admix [55]
and SSA [36], transform the image globally without chang-
ing the local relationship among objects in the input image.
We argue that the diversity of such transformed images is
still not enough, leading to limited transferability.

In this work, we postulate and empirically validate that
the more diverse transformed images lead to better trans-
ferability. Based on this observation, instead of applying a
single transformation on the input image, we apply differ-
ent transformations locally on different parts of the image
to enhance the diversity of transformed images. As shown
in Fig. 1, such transformation can bring much more differ-
ence to the generated image compared with the raw image
but still preserve the global structure of the object. Based
on this transformation, we propose a novel input transfor-
mation based attack called structure invariant attack (SIA),
which utilizes the gradient of these transformed images to
update the adversarial examples for better transferability.

Our contributions are summarized as follows:
• We empirically validate that the high diversity of trans-

formed images is beneficial to improve transferability,
which sheds new light on how to design new input trans-
formations for more transferable adversarial examples.

• We design a new image transformation method, which
locally applies different transformations on different parts
of the image to generate more diverse images but preserve
its global structure.

• Based on the proposed image transformation, we devise
a new input transformation based attack, called structure
invariant attack (SIA), to generate more transferable ad-
versarial examples.

• Extensive experiments on ImageNet dataset demonstrate
that SIA outperforms the baselines with a clear margin on
CNN-based as well as transformer-based models, show-
ing its superiority and generality.

2. Related Work
Adversarial examples [47] have brought an impressive

threat to the DNN-enabled applications, such as computer
vision [15, 58, 3], natural language processing [1, 52, 69],
speech recognition [5, 70], etc. To identify the vulnerabil-
ity of DNNs, various attack methods have been proposed
recently, such as gradient-based attacks [15, 38, 26, 37],
score-based attacks [24, 49, 17, 29, 2], decision-based at-
tacks [4, 6, 27, 57] and transfer-based attacks [33, 10, 64,
32, 55]. Among these, transfer-based attacks do not access
any information of the target model, making it applicable to
attack any model in the physical world. In this work, we
focus on generating more transferable adversarial examples
and briefly introduce the existing transfer-based attacks, the
corresponding defense methods, and data augmentations.

2.1. Adversarial Attack

As the first gradient-based attack, Fast Gradient Sign
Method (FGSM) [15] adds the perturbation in the gradi-
ent direction to the benign sample, leading to high attack
efficiency but limited performance. Later, I-FGSM [26]
extends FGSM into an iterative version, which achieves
much better white-box attack performance but poor trans-
ferability. Given the high efficiency and effectiveness of
I-FGSM, numerous transfer-based attacks are proposed to
boost transferability based on I-FGSM to attack the deep
model in the black-box setting.

Momentum-based methods. MI-FGSM [10] intro-
duces momentum into I-FGSM to stabilize the optimiza-
tion direction and escape local maxima. NI-FGSM [32]
adopts Nesterov Accelerated Gradient to accumulate the
momentum, which achieves better transferability. Vari-
ance tuning [53] adopts the gradient variance of the previ-
ous iteration to tune the current gradient in MI-FGSM and
NI-FGSM, significantly improving transferability. EMI-
FGSM [56] enhances the momentum by accumulating sev-
eral samples’ gradients in the previous gradient’s direction
to further stabilize the optimization direction.

Input transformation based attacks. DIM [64] is the
first input transformation based attack, which adds padding
to a randomly resized image for fixed size before gradient
calculation. TIM [11] optimizes the perturbation over an
ensemble of translated images, which is further approxi-
mated by convolving the gradient at the untranslated image
with a pre-defined kernel. SIM [32] scales the images with
different scale factors for gradient calculation. DEM [81]
averages the gradient on several diverse transformed images
similar to DIM with various resizing factors. Admix [55]
calculates the gradient on the input image admixed with a
small portion of each add-in image from other categories
while using the original label of the input. Wu et al. [62]
train an adversarial transformation network to destroy the
adversarial perturbation and require the synthesized adver-
sarial examples resistant to such transformations. SSA [36]
adds Gaussian noise and randomly masks the image in the
frequency domain to transform the input image.

Ensemble attacks. Liu et al. [33] first found that the ad-
versarial examples generated on multiple models denoted as
ensemble attack, are more transferable. Recently, Xiong et
al. [66] reduce the gradient variance between various mod-
els to boost the ensemble attack.

Advanced objective functions. The above attacks often
take the cross-entropy loss as the objective function. Re-
searchers also find that some regularizers are beneficial to
boost transferability. For instance, Zhou et al. [80] addi-
tionally maximize the difference of the intermediate feature
maps between the benign sample and adversarial example.
Wu et al. [61] adopt a regularizer about the distance of the
attention maps between these samples.
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Model-specific approaches. Some works utilize the
surrogate model’s architecture to improve transferability.
Li et al. [28] densely add dropout [46] after each layer
to create several ghost networks for better transferability.
SGM [60] adopts more gradient from the skip connec-
tion in ResNets [20] to boost adversarial transferability.
LinBP [19] replaces the zeros with ones in the derivative of
ReLU to make the model more linear, leading to improved
transferability.

2.2. Adversarial Defense

Numerous adversarial defenses have been proposed to
mitigate the threat of adversarial attacks. Adversarial train-
ing [15, 48], which adopts the adversarial examples during
the training process, has been shown as one of the most ef-
fective methods [3] but taking huge computation cost. Re-
cently, Wong et al. [59] find that single-step adversarial ex-
amples can bring satisfiable robustness, making it possible
to be applied on large-scale datasets (e.g., ImageNet [25]).
Pre-processing the input samples before the model is shown
to be another effective way. Liao et al. [30] design a high-
level representation guided denoiser (HGD) to eliminate the
adversarial perturbation. Xie et al. [63] find that random
resizing and padding on the input image can mitigate the
adversarial threat. Naseer et al. [39] train a neural represen-
tation purifier (NRP) by a self-supervised adversarial train-
ing mechanism to purify the input sample, which exhibits
superior effectiveness against transfer-based adversarial ex-
amples. On the other hand, certified defense methods aim to
provide provable defense in a given radius [16, 74, 8]. For
instance, randomized smoothing (RS) trains a robust Ima-
geNet classifier with a tight robustness guarantee [8].

2.3. Data Augmentations

Data augmentations often transform (e.g., flipping, rota-
tion, cropping, etc.) the image during the training process
for better generalization. Mixup [75] interpolates two im-
ages and their labels to generate virtual samples for train-
ing, which also inspires Admix to enhance transferability.
Cutmix [73] pastes an image patch to the original patch
and mixes the labels accordingly. AutoAugment [9] auto-
matically searches for improved data augmentation policies
(operations and parameters) on the dataset for better gener-
alization, which has been widely adopted in deep learning.
Unlike these data augmentation strategies, we aim to con-
struct a set of diverse images by transforming the image
block using various transformations, which can be used for
gradient calculation to achieve better transferability.

3. Methodology
In this section, we introduce our motivation, provide a

detailed description of the proposed SIA, and highlight the
difference between SIA and AutoAugment.

TIM DIM SIM SSA Admix

Transferability 57.4 77.6 79.3 80.6 83.6
LPIPS 0.25 0.43 0.48 0.54 0.73

Table 1: The transferability of TIM, DIM, SIM, Admix,
SSA, and similarity between 1, 000 images and the trans-
formed images evaluated by LPIPS. The transferability is
evaluated by the attack success rate of Inception-v3 on the
adversarial examples generated on ResNet-18 .

3.1. Motivation

Since Xie et al. [64] found that transforming the image
by random resizing and padding before gradient calculation
can generate more transferable adversarial examples, vari-
ous input transformation based attacks are proposed to fur-
ther improve transferability. As shown in Fig. 1, the input
transformation (e.g., DIM [64] vs. Admix [55]) with better
transferability tends to bring more obvious visual change to
the input image. This inspires us with a new assumption:

Assumption 1 Without harming the semantic information,
the more diverse the transformed image is, the better trans-
ferability the adversarial examples have.

To validate this hypothesis, we utilize the learned percep-
tual image patch similarity (LPIPS) [79] to evaluate the se-
mantic similarity between the benign samples and the trans-
formed images:

LPIPS(x, x̂) =
1

H ×W

∑
l

∑
h,w

∥zl
h,w − ẑl

h,w∥2 (1)

where zl and ẑl are the extracted feature from l-th layer
of SqueezeNet [22] with x and x̂ as input, respectively. A
smaller LPIPS value indicates better similarity between the
two images. The semantic similarity between the raw im-
ages and transformed images by DIM, TIM, SIM and Ad-
mix are summarized in Tab. 1. As we can see, the similarity
decreases when the transferability of attack increases be-
cause the transformed images are more diverse. Moreover,
as shown in Fig. 1, such diverse images are significantly
different from the raw images, which introduces instability
when calculating the gradient. Hence, the more powerful
input transformation based attack needs to calculate the gra-
dient on multiple transformed images to eliminate the insta-
bility. For instance, DIM utilizes single image, SIM adopts
5 images, while the SOTA Admix/SSA takes 15/20 images.

The relation between the diversity of transformed images
and transferability inspires us to generate more diverse im-
ages for gradient calculation so that we can craft more trans-
ferable adversarial examples. In this work, we apply various
input transformations on different blocks of a single input
image to obtain more diverse images, detailed in Sec. 3.2.
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Raw VShift HShift VFlip HFlip Rotate Scale Add Noise Resize DCT Dropout

Table 2: The raw and transformed images using various transformations adopted by SIA (See details in Appendix A).

Raw Image Scale Block Scale

Figure 2: The randomly sampled raw image and its trans-
formed images by scaling on the full image and 3×3 blocks.

3.2. Structure Invariant Attack

Considering the limited number of the existing image
transformations, we first investigate that how to generate
a more diverse image using a single transformation? With-
out loss of generality, we take scale as an example, which is
the base operation of SIM [32] (also a particular case of Ad-
mix [55]). As shown in Fig. 2, scaling the image changes its
intensity uniformly on all the pixels, resulting in limited di-
verse images, which is also validated in Tab. 1. To improve
the diversity of scaled images, we scale the image with dif-
ferent factors for different parts. Specifically, we randomly
split the image into several image blocks and independently
scale each image block with different scaled factors. As
illustrated in Fig. 2, scaling the image blocks can bring a
much more diverse transformed image while humans can
still catch the visual information from the image. To ex-
plain why such image does not confuse humans, we define
the structure of image as follows:

Definition 1 (Structure of Image). Given an image x,
which is randomly split into s × s blocks, the relative re-
lation between each anchor point is the structure of image,
where the anchor point is the center of the image block.

We argue that the structure of image depicts important se-
mantic information for human recognition. For instance,
the dog’s body should be between its head and tail, while
its legs should be under its body. Scaling the image blocks
with various factors does not change the structure of image
so that the generated image can be correctly recognized by
humans as well as deep models.

In summary, transforming the image blocks does not
harm the recognition but crafts more diverse images, which
is of great benefit to improve transferability. To further

Algorithm 1: Structure Invariant Attack
Input: Classifier f(·) with the loss function J ; The

benign sample x with ground-truth label y;
The maximum perturbation ϵ, number of
iterations T and decay factor µ; Splitting
number s; Number of transformed images N

Output: An adversarial example.
1 α = ϵ/T, g0 = 0, xadv

0 = x
2 for t = 0 → T − 1 do
3 Constructing a set X of N transformed images

using SIT
4 Calculating the average gradient on X :

ḡt+1 =
1

N

∑
xi∈X

∇xJ(xi, y) (2)

5 Updating the momentum:

gt+1 = µgt +
ḡt+1

∥ḡt+1∥1
(3)

6 Updating the adversarial example:

xadv
t+1 = Clip(xadv

t + α · sign(gt+1), 0, 1) (4)

7 return xadv
T

boost the diversity of transformed images, we apply various
image transformations to different image blocks, where the
adopted transformations are summarized in Tab. 2. To avoid
information loss, we add the constraints on some transfor-
mations. For instance, the rotation can only rotate the image
180◦ to avoid dropping some pixels. We denote such trans-
formation as structure invariant transformation (SIT).

Since SIT can generate more diverse images while main-
taining the critical semantic information, we adopt SIT as
the input transformation to conduct the adversarial attack,
denoted as structure invariant attack (SIA). Instead of di-
rectly calculating the gradient on the input image, SIA cal-
culates the gradient on several images transformed by SIT.
Note that SIA is generally applicable to any gradient-based
attacks. Due to the limited space, we integrate SIA into MI-
FGSM [10] and summarize the algorithm in Algorithm 1.
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Figure 3: Attack success rates (%) of eight deep models on the adversarial examples crafted on each model by TIM, DIM,
DEM, Admix, SSA, and SIA.

3.3. SIT vs. AutoAugment

Both SIT and AutoAugment [9] leverage several image
transformations to pre-process the images. We summarize
the difference as follows:
• SIT improves the adversarial transferability when attack-

ing the model while AutoAugment boosts the model gen-
eralization during the training process.

• SIT randomly samples the transformation while Au-
toAugment needs to search for a good policy for each
transformation on each dataset.

• SIT applies various transformations on different image
blocks locally but preserves the global structure. On the
contrary, AutoAugment applies two transformations se-
quentially on the image.

• The fine-grained transformations by SIT generate more
diverse images than AutoAugment.

4. Experiment
In this section, we conduct extensive evaluations on Im-

ageNet dataset to validate the effectiveness of SIA.

4.1. Experimental Setting

Dataset. To align with previous works [10, 32, 53, 55],
we randomly sample 1, 000 images pertaining to 1, 000 cat-
egories from the ILSVRC 2012 validation set [40], which
are correctly classified by the adopted models.

Baselines. We compare our proposed SIA with five
competitive input transformation based attacks, namely
DIM [64], TIM [11], DEM [81], Admix [55], and SSA [36],
which are integrated into MI-FGSM [10]. We also integrate
the baseline methods with two model-specific approaches,
namely LinBP [19] and SGM [60].

Victim Models. We evaluate the attack performance
on two popular model architectures, namely Convolutional
Network Works, i.e., ResNet-18 [20], ResNet-101 [20],
ResNext-50 [65], DenseNet-121 [23], MobileNet [21], and
Transformers, i.e., Vision Transformer (ViT) [12] and Swin
Transfromer (Swin) [34]. Furthermore, we study several
SOTA defense methods, including one adversarial training
method, i.e., ensemble adversarially trained model (Inc-
v3ens) [48], the top-3 submissions in NIPS 2017 defense
competition, i.e., high-level representation guided denoiser
(HGD) [30], random resizing and padding (R&P) [63]
and NIPS-r31, three input pre-processing based defenses,
namely FD [35], JPEG [18] and Bit-Red [67], a certified
defense, i.e., randomized smoothing (RS) [8] and a deep
denoiser, i.e., neural representation purifier (NRP) [39].

Evaluation Settings. We follow MI-FGSM [10] with
the perturbation budget ϵ = 16, number of iteration T = 10,
step size α = ϵ/T = 1.6 and decay factor µ = 1. DIM [64]
adopts the transformation probability of 0.5 and TIM [11]
utilizes the Guassian kernel with the size of 7×7. DEM [81]
uses the resize ratios: [1.14, 1.27, 1.4, 1.53, 1.66]. Admix
admixes 3 images from other categories with the strength of
0.2 and 5 scaled images for each admixed image. SSA [36]
sets the turning factor as 0.5 and the standard deviation as
ϵ. SIA sets the splitting number s = 3 and number of trans-
formed images for gradient calculation N = 20.

4.2. Attacking a Single Model

To validate the effectiveness of the proposed SIA, we
first compare SIA with five SOTA input transformation
based attacks, namely DIM, TIM, DEM, Admix and SSA.

1https://github.com/anlthms/nips-2017/tree/
master/mmd
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Figure 4: Attack success rates (%) of eight models on the
adversarial examples generated on ResNet-18 when inte-
grating TIM, DIM, DEM, Admix, SSA, and SIA into SGM,
respectively.

We generate the adversarial examples on a single model and
test them on the other models. The attack success rates, i.e.,
the misclassification rates of the victim model on the crafted
adversarial examples, are summarized in Fig. 3.

From the figure, we can observe that all the attackers can
achieve the attack success rate of 100.0% or near 100.0%,
showing that the input transformation based attacks do not
degrade the white-box attack performance. As for the
black-box performance, TIM exhibits the poorest transfer-
ability on these normally trained models. Admix consis-
tently achieves better transferability than DIM and DEM on
CNN-based models. Surprisingly, DIM achieves even bet-
ter transferability than Admix when generating adversarial
examples on transformer-based models. SSA exhibits the
best transferability among the baselines in most cases. Also,
even for the transformer-based models, the adversarial ex-
amples generated on Swin show the poorest transferability
on ViT than other CNN-based models. Hence, we argue
that it is necessary to evaluate the effectiveness of transfer-
based attacks on both CNN-based and transformer-based
models. We need an in-depth analysis of the transferability
among the emerging transformer-based models. Compared
with the baselines, SIA consistently performs much better
than the best baselines on all eight models with different
architectures. In particular, SIA outperforms the winner-
up method with a clear margin of 14.3% on average and
achieves an attack success rate higher than the best base-
line of at least 2.8% on all the models. Such consistent and
superior performance demonstrates that the proposed SIA is
general to various model architectures (either CNN or trans-
former) to boost transferability effectively.
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Figure 5: Attack success rates (%) of eight models on the
adversarial examples generated on ResNet-18 when inte-
grating TIM, DIM, DEM, Admix, SSA, and SIA into LinBP,
respectively.

4.3. Integration to model-specific approaches

To further verify the scalability of the proposed SIA, we
integrate existing input transformation-based attacks into
two model-specific approaches, namely SGM and LinBP.
The adversarial examples are generated on ResNet-18 and
test them on the other models.

As depicted in Fig. 4 and Fig. 5, SGM and LinBP can
significantly boost the adversarial transferability of val-
lina input transformation-based attacks. Compared with
the baselines, SIA still achieves much better transferability,
which has been boosted by an average margin of 3.3% and
3.6% when integrated into SGM and LinBP, respectively.
These superior results validate the generality of SIA to var-
ious transfer-based attacks and underscore the potential of
SIA in augmenting adversarial transferability through the
fusion of different strategies.

4.4. Attacking Ensemble Models

Liu et al. [33] have shown that attacking ensem-
ble models can effectively improve transferability. As
shown in Sec. 4.2, the adversarial examples often exhibit
poorer transferability across the CNN-based models and
transformer-based models than being transferred among the
CNN-based models. Hence, we generate adversarial exam-
ples on ensemble CNN-based and ensemble transformer-
based models and test them on the remaining models to
evaluate SIA when attacking ensemble models.

As shown in Fig. 6, when attacking ensemble models,
the adversarial examples generated by all attacks exhibit
better transferability than that crafted on a single model,
showing the excellent compatibility of all the input trans-

4612



ResNet-18
ResNet-101

Inception-v3
ResNeXt-50

DenseNet-121
MobileNet ViT Swin

0

20

40

60

80

100

A
tta

ck
 su

cc
es

s r
at

es
 (%

)

TIM DIM DEM Admix SSA SIA

Figure 6: Attack success rates (%) of eight models on the
adversarial examples crafted on ensemble models by TIM,
DIM, DEM, Admix, SSA, and SIA, respectively. We gener-
ate adversarial examples on the CNN-based models and test
them on the transformer-based models, and vice versa.

formation based attacks with such a setting. When gener-
ating the adversarial examples on ViT and Swin, DIM and
DEM achieve better transferability than Admix and SSA,
highlighting the difference between crafting adversarial ex-
amples on different architectures and the necessity to eval-
uate the transferability on these models. On all eight mod-
els, SIA achieves the attack success rate of at least 88.3%.
It outperforms the winner-up approach with a clear mar-
gin of 6.5%, showing its superior effectiveness in gener-
ating transferable adversarial examples. In particular, SIA
achieves 94.9% and 99.3% attack success rates on ViT and
Swin, respectively, when the adversarial examples are gen-
erated on CNN-based models without access to the attention
module in the transformer. This further supports our moti-
vation that improving the diversity of transformed images
can significantly boost transferability, even on models with
completely different architectures.

4.5. Attacking Defense Methods

SIA has achieved superior attack performance on eight
normally trained models with different architectures when
attacking single model as well as ensemble models. Re-
cently, several defenses have been proposed to mitigate the
threat of adversarial examples on ImageNet dataset. To val-
idate the effectiveness of these defenses, we adopt the ad-
versarial examples generated on these eight models simulta-
neously to attack the defense models, including Inc-v3ens,
HGD, R&P, NIPS-r3, FD, JPEG, Bit-Red, RS and NRP.

The attack results on these defense methods are sum-
marized in Fig. 7. Overall, DIM is on par with TIM on
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Figure 7: Attack success rates (%) of various defense meth-
ods on the adversarial examples generated by TIM, DIM,
DEM, Admix, SSA, and SIA under ensemble model setting.
The adversarial examples are generated on the eight models
simultaneously.

these defense methods while Admix can consistently outper-
form the other four baselines. SIA can consistently achieve
better transferability than the baselines. In particular, SIA
achieves the attack success rate of 78.2% on the certified
defense method (i.e., RS), and SIA can achieve the attack
success rate of at least 89.9% on the other eight defense
methods, including the powerful denoising method NRP.
Such high attack performance indicates the insufficiency of
existing defense methods and raises a new security issue to
designing more robust deep learning models.

4.6. Ablation Studies

To further gain insights on the superior attack perfor-
mance achieved by SIA, we conduct a series of ablation
studies to validate that all the transformations and splitting
the image into blocks can help improve transferability. We
generate the adversarial examples on ResNet-18 and test
them on the other seven models for all the experiments.

Are all the transformations beneficial for boosting the
transerability? There are ten different input transforma-
tions that SIA might apply to each image block. To inves-
tigate whether each transformation is of benefit to gener-
ate more transferable adversarial examples, we first adopt
one or two transformations to implement SIA. The results
are summarized in Fig. 8. The average attack success rate
of MI-FGSM is 59.7%. On the diagonal line of Fig. 8,
we only adopt a single transformation for each block and
the lowest average attack success rate is 67.3% by adopt-
ing DCT, which outperforms MI-FGSM with a margin of
7.6%. This demonstrates the high effectiveness of SIA and
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SIA -VShift -HShift -VFlip -HFlip -Rotate -Sclae -Add Noise -Resize -DCT -Dropout

92.1 89.7 90.1 90.1 88.4 88.3 90.1 90.6 90.2 90.1 90.7

Table 3: The average attack success rates of adversarial examples crafted by SIA and SIA without a single transformation. The
adversaries are generated on ResNet-18 and tested on the other seven deep models. - indicates removing such transformation.

VShift Hshift VFlip HFlip Rotate Scale
Add NoiseResize DCT

Dropout

VShift

Hshift

VFlip

HFlip

Rotate

Scale

Add Noise

Resize

DCT

Dropout

84.0 89.4 89.2 84.5 90.7 87.9 85.2 83.8 79.2 81.8

89.4 83.9 87.2 82.1 89.0 85.7 85.5 86.3 85.0 82.2

89.5 87.7 84.5 83.6 87.5 86.1 84.8 85.6 84.6 81.8

85.2 90.3 90.1 90.2 90.2 90.3 90.1 89.8 89.9 89.9

90.2 89.0 87.2 83.5 81.0 86.3 87.5 88.1 86.5 84.8

87.8 85.5 85.6 74.5 86.2 73.2 84.6 85.8 82.9 81.5

85.5 84.8 84.9 80.7 87.2 84.4 76.6 80.9 79.2 75.2

83.6 86.1 85.8 82.9 87.9 85.8 81.5 74.6 77.4 75.9

79.7 85.0 85.2 79.3 86.4 82.9 79.4 77.3 67.3 74.6

81.4 81.9 81.2 78.2 84.9 81.8 75.5 75.1 74.1 67.9
70

75

80

85

90

Figure 8: The average attack success rates (%) on the ad-
versarial examples generated by SIA using one (diagonal)
or two (other) transformations.

its generality to various transformations. We can also ob-
serve that the transferability can be further improved when
we combine any two transformations, showing the advan-
tage of combining these transformations. To further vali-
date the necessity of each transformation, we generate ad-
versarial examples by SIA without each transformation and
summarize the results in Tab. 3. Since removing a single
transformation does not significantly decrease the diveristy
of the transformation, these attacks achieve similar attack
performance. However, no matter which transformation is
removed, the transferability will be decreased, supporting
that each transformation is of benefit to generate more trans-
ferable adversarial examples.

Are the image blocks beneficial for boosting transfer-
ability? We have shown that the abundant transformations
can effectively improve transferability. Here we further ex-
plore whether it is useful to apply these transformations to
the image block instead of the raw image. For compari-
son, we randomly apply the transformation to the raw im-
age s × s times, denoted as SIAr. The results are reported
in Fig. 9. We can observe that SIAr exhibits better transfer-
ability than MI-FGSM, which also validates our motivation
that improving the diversity of transformed images can gen-
erate more transferable adversarial examples. Our SIA con-
sistently performs better than SIAr, indicating that applying
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Figure 9: The average attack success rates (%) of adversar-
ial examples generated by SIA and SIAr (randomly trans-
form the image without the block partition).

the transformation onto each image block is of great benefit
to improve transferability.

4.7. Parameter Studies

In this subsection, we conduct parameter studies to ex-
plore the impact of two hyper-parameters, namely the num-
ber of blocks s and the number of transformed images for
gradient calculation N . All the adversarial examples are
generated on ResNet-18 and tested on the other seven mod-
els in the black-box setting.

On the number of blocks s. The number of blocks de-
termines how diverse the transformed images are, which can
influence the attack performance. To find a good value for
s, we conduct SIA with s from 1 to 5 and summarize the
attack results in Fig. 10. When s ≤ 3, increasing the value
of s leads to better diversity, which can improve the attack
performance. However, when we continually increase the
value of s, the diversity is increased, but it also introduces
more variance to the gradient, decaying the attack perfor-
mance slightly. Hence, we adopt s = 3 to balance the
diversity of images and variance of the gradient for better
attack performance.

On the number of images for gradient calculation N .
SIA calculates the average gradient on N images to elimi-
nate the variance introduced by the transformation. To de-
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Figure 10: Attack success rates (%) of adversarial examples
generated by SIA with various number of blocks s.

termine a good value for N , we evaluate SIA with N from
1 to 30 and report the attack success rates in Fig. 11. As
we can observe, when N = 1, SIA introduces massive
variance into the gradient and achieves the lowest perfor-
mance on all models. When we increase the value of N ,
the variance among the gradients can be eliminated, and
SIA achieves better transferability before N = 20. When
N > 20, increasing N can only introduce computation cost
without performance improvement. To balance the attck
performance and computation cost, we adopt N = 20 in
our experiments.

5. Conclusion

In this work, we find that the existing input transforma-
tion based attack with better transferability often generates
more diverse transformed images. Based on this finding, we
design a new image transformation, called structure invari-
ant transformation (SIT), which splits the image into sev-
eral blocks and randomly transforms each image block in-
dependently. With such image transformation, we propose
a novel input transformation based attack, dubbed structure
invariant attack (SIA), which calculates the average gradi-
ent on several transformed images by SIT to update the per-
turbation. Extensive evaluations demonstrate that SIA can
achieve remarkably better transferability than the existing
SOTA attacks. In our opinion, SIA provides a new direc-
tion by applying the transformation onto the image block
to effectively boost transferability, which sheds new light
on generating more transferable adversarial examples with
fine-grained transformations.
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Figure 11: Attack success rates (%) of adversarial examples
generated by SIA with various number of images N .
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