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Abstract

We propose ∇-RANSAC, a generalized differentiable
RANSAC that allows learning the entire randomized ro-
bust estimation pipeline. The proposed approach enables
the use of relaxation techniques for estimating the gradi-
ents in the sampling distribution, which are then propa-
gated through a differentiable solver. The trainable quality
function marginalizes over the scores from all the models
estimated within ∇-RANSAC to guide the network learn-
ing accurate and useful inlier probabilities or to train fea-
ture detection and matching networks. Our method directly
maximizes the probability of drawing a good hypothesis, al-
lowing us to learn better sampling distributions. We test
∇-RANSAC on various real-world scenarios on fundamen-
tal and essential matrix estimation, and 3D point cloud
registration, outdoors and indoors, with handcrafted and
learning-based features. It is superior to the state-of-the-art
in terms of accuracy while running at a similar speed to its
less accurate alternatives. The code and trained models are
available at https://github.com/weitong8591/
differentiable_ransac.

1. Introduction
Robust estimation is a fundamental component in vi-

sion pipelines, including relative pose estimation [18], wide
baseline matching [54, 47, 48], multi-model fitting [34, 53],
image-based localization [9], motion segmentation [70],
and pose graph initialization of Structure-from-Motion
(SfM) algorithms [61, 63]. While several robust estima-
tors have been proposed throughout the years [30, 32, 41,
75], randomized hypothesize-and-verify approaches, like
RANSAC [24] and its recent variants [4, 6, 5, 35], have
become the most widely used methods due to their robust-
ness, simplicity, and efficiency. RANSAC repeatedly se-
lects random minimal subsets of the input data sufficient to
fit a model hypothesis, e.g., a 3D plane to three points or
a fundamental matrix to seven point correspondences. The
model score is then computed as the cardinality of the inlier

set, formed by the points consistent with the model hypoth-
esis, i.e., having residuals smaller than a threshold. The so-
far-the-best model is updated if a new model is found with
higher quality. RANSAC terminates when the probability
of finding a better hypothesis falls below a threshold. Fi-
nally, the model with the highest quality, polished, e.g., by
least-squares fitting on all inliers, is returned.

Numerous improvements have been made to the original
RANSAC algorithm, including refinement of hypotheses
through local optimization [17, 4], better scoring [71, 6, 5],
detection of degenerate cases [19], and speed-ups through
techniques such as weighted random sampling of hypothe-
ses [15] or preemptive hypothesis verification strategies [14,
16]. See [72] for a recent survey and benchmark. To
[72], the most accurate method for relative pose estima-
tion is MAGSAC++ [5] with PROSAC sampling [15] and
DEGENSAC-based degeneracy [19] testing.

In recent years, neural networks (NNs) have been em-
ployed to estimate tentative matches, including their coor-
dinates and confidences [76, 67, 78, 79, 21, 66]. These pre-
dicted confidences could be used for pre-filtering matches
or weighted random sampling in RANSAC. However,
learning these NNs endowed with RANSAC, particularly
for optimizing the desired evaluation metric, such as pose
error, remains a challenging problem. One of the main chal-
lenges is that minimal solvers are often complex and not
readily differentiable. Additionally, learning the sampling
distribution for optimal RANSAC performance is challeng-
ing, both in terms of formalizing the problem and estimating
gradients for the sampling probabilities. Prior work in this
direction [9, 10] will be discussed in detail (Section 2).

In this paper, we make contributions to the learnable
robust estimation family and propose a new differentiable
RANSAC, ∇-RANSAC, with all the components differen-
tiable. The main contributions are as follows:

• We investigate all the components of the RANSAC
pipeline and propose a new differentiable alternative
that allows learning inlier probabilities while directly
optimizing test-time evaluation metrics, e.g., pose er-
ror, as a new learning objective.
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Figure 1. Pipeline of training ∇-RANSAC (forward and backward). Given an image pair, we can either use a hand-crafted feature
matcher and feed the tentative correspondences into the consensus learning network from [79], or use learning-based matching method
that outputs matches and their confidence. The predictions input to the ∇-RANSAC module for robust estimation. In each iteration, the
differentiable and randomized Gumbel sampler (Section 3.1) selects a minimal sample of m correspondences. Model θ̂ is estimated by
differentiable solvers (Section 3.2) and its loss is calculated based on trainable quality functions (Section 3.3) with the ground truth.

• We propose a new random sampling approach based
on a re-parametrization strategy, i.e. Gumbel Softmax
sampler, that allows gradient propagation through the
entire randomized procedure.

• To demonstrate its potential to unlock the end-to-end
training of geometric pipelines, ∇-RANSAC is incor-
porated into an end-to-end feature matcher, LoFTR
[66], to improve the predicted matches and confidence.

• Technically, we implement and include a differentiable
version of the widely used minimal solvers, e.g., five
and seven-point algorithms [50], and standard Kabsch
algorithm [38] for rigid transformation during training.

∇-RANSAC has significant implications for learning-based
vision systems, enabling training such pipelines that were
previously difficult or impossible to train.

2. Related Work

Robust Estimation with NNs. Context normalization net-
works (PointCN) [76] is one of the first papers on the topic,
using a PointNet-based [55] structure with batch normal-
ization [33] as a context mechanism to predict inlier prob-
abilities. Attentive context normalization networks [67]
improve upon [76] by using a special architectural block.
Deep Fundamental matrix estimation [57] iteratively esti-
mates the model using weighted least squares (LS) with
weights suppressing the effect of outliers, re-estimated in
each iteration. [78, 21] employ NNs to filter outliers, while
CLNet [79] estimates the weights to be used in progressive
filtering and weighted LS. Although many of these methods
use weighted LS for model estimation due to its easy gradi-
ent propagation, it has been shown that applying RANSAC
on correspondences filtered by CLNet or similar techniques
improves results [3]. In other words, RANSAC is still nec-
essary to robustly verify ambiguous hypotheses.

Sampling Distribution. In the worst case, the probability
of drawing a good hypothesis at random in RANSAC de-
creases exponentially with the minimal sample size. Con-

sequently, RANSAC might take excessive time or return an
inaccurate solution if stopped early. It was observed that
using a weighted random sampling [15, 10, 5], which is
more likely to draw inlier points, often significantly im-
proves the performance. This sampling guidance can either
come from the feature matching procedure, e.g., as the SNN
ratio [44] or can be learned from ground truth inliers [10].
PROSAC [15] exploits estimated inlier probabilities to sam-
ple the most promising hypotheses first. P-NAPSAC [5]
progressively increases the radius of the selection hyper-
sphere according to every unsuccessful iteration, blending
into global sampling. Such samplers rely on the given sam-
pling distribution, which might be improved using NNs.

Differentiable RANSAC. Currently, only one method
learns the sampling distribution specifically for RANSAC,
the Neural-Guided RANSAC [10]. NG-RANSAC maxi-
mizes the expected quality of the model found by RANSAC
end-to-end by applying REINFORCE [74] gradient estima-
tor. This unbiased estimator requires neither the solver
nor the loss function to be differentiable. However, to im-
prove the geometric features of individual tentative corre-
spondences, backpropagation through the solver becomes
necessary. It can be achieved by numerically differentiat-
ing the solver, using the finite difference method proposed
in DSAC [9] for the 4-point PnP solver. NG-DSAC [10]
combines these two techniques to jointly learn the sampling
distribution and refine the coordinates.

Our work differs in several ways. First, we implement
differentiable solvers for common minimal problems, en-
abling us to learn geometric features. In addition, this
enables the use of relaxation techniques such as Gumbel-
Softmax (GS) [36] to estimate the gradient in the sam-
pling distribution instead of using REINFORCE [74]. To-
wards this end, we propose a simple GS-like relaxation
for drawing a minimal sample of k points without replace-
ment, which performs well in practice in our experiments.
However, we remark that other (more complex) estimators,
such as NeuralSort [27], can also be applied, enabled by
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the differentiable solvers. Another key difference is a new
objective function that maximizes the quality of an aver-
age sampled model instead of using the best one in the
pool (NG-RANSAC). Our objective more directly maxi-
mizes the probability of drawing a good hypothesis, allow-
ing ∇-RANSAC to better learn the sampling distribution.
Finally, unlike previous work [10], we apply our method to
jointly learn the sampling distribution and feature matches
for epipolar geometry estimation.

3. Generalized Differentiable RANSAC
In this section, we discuss the algorithmic components

of the proposed framework, visualized in Fig. 1. The key
component is the differentiable ∇-RANSAC block.

We assume that the input to ∇-RANSAC is a set of ten-
tative correspondences, possibly equipped with extra infor-
mation from the detector and matcher, e.g., feature orien-
tation, scale, affine shape, jointly referred to as geometric
features Φ ∈ RN×D and their confidences represented by
scores s ∈ RN , where N is the number of matches and
D is the number of geometric features per correspondence.
From the input image pairs, we adopt leaning-based fea-
ture matching methods, such as LoFTR, consensus learning
CLNet architecture [79] to generate tentative point corre-
spondences and confidence scores s. These scores are orig-
inally used for iterative pruning of matches [79], and we
repurpose them for weighted sampling in RANSAC.

At test time, ∇-RANSAC draws minimal samples of
k correspondences using weighted random sampling with
probabilities p = softmax(s). The correspondences are
drawn from the categorical distribution Cat(p) one-by-one
without replacement until a minimal sample (i1, . . . ik) of
k correspondences is formed h = (Φi1 , . . . ,Φik). Namely,
the probability to draw a minimal sample (i1, . . . ik) follows
the Plackett-Luce (PL) model [45]:

p(i1)
p(i2)

1−p(i1)
. . . p(ik)

1−
∑

l<k p(il)
. (1)

Then a solver returns solutions for geometric model θ̂, fit-
ting precisely the minimal sample. The best model is se-
lected, e.g., based on MAGSAC score [5], and its loss, e.g.,
the relative pose error, is evaluated w.r.t. the ground truth.

At training time, we are interested in learning the NN
that produces geometric features and importance scores. We
argue that learning importance scores for the best model in
the entire RANSAC is impractical. If RANSAC runs long
enough, it likely finds a good model independently of the
confidence scores. The gradient in the scores is vanishing
in the expectation and has high variance. Note that Brach-
mann et al. [10], while considering training the complete
RANSAC algorithm, actually limit the number of iterations
of RANSAC at training time (the pool of hypothesis) to just
20, which is much less than what is used at test time, creat-
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Figure 2. Overview of Gumbel Softmax Sampler used in ∇-
RANSAC. The input to the sampler is the importance scores
s1, s2, ..., sN . The process starts by i.i.d random sampling
γ1, γ2, ..., γN from the standard Gumbel(0, 1) distribution. Then
a minimal sample is drawn by selecting indices of top k noisy
scores. Since top-k is non-differentiable, the straight through trick
is used and the Softmax output is added and subtracted with stop-
gradient (sg) to allow backward flow of the gradients. The green
arrows show the connections through which gradient flow is pos-
sible. Red arrows show connections without any gradients.

ing a discrepancy between theory and practice. We propose
instead that the importance scores should be learned to min-
imize the expected loss of a randomly drawn sample:

Edata

[
Eh

[
loss(solver(h))

]]
, (2)

where the first expectation is over the training examples
from the dataset and the second one is over a randomly cho-
sen hypothesis. This loss is better aligned with the goal of
RANSAC, maximizing the probability of drawing good hy-
potheses and, thus, triggering the termination criterion in
test time earlier. Additionally, this helps achieve a stable
learning signal. In the remainder of this section, we will
focus on estimating the gradient of (2) in the scores s.

3.1. Gumbel Softmax Sampler

The inner expectation in (2) can be exactly computed in
O(

(
N
k

)
) time which is prohibitive in practice. Thus, at train-

ing time, we sample a mini-batch of hypotheses per image
pair and perform one SGD step for this min-batch. How-
ever, by taking a discrete sample, the dependence on the
parameters of the sampling distribution is lost. The expec-
tation over hypotheses requires more careful consideration.

Provided that the solver and loss are differentiable, we
approximate the derivative of the expectation in scores s in
a fashion similar to Gumbel-Softmax relaxation for cate-
gorical variables [36, 46]. Sampling from the PL distribu-
tion can be equivalently achieved by sorting noisy scores as:

(i1 . . . ik) = top-k(s+ γ), γi ∼ Gumbel(0, 1), (3)

where top-k returns the indices of the largest k elements
and Gumbel(0, 1) is the standard Gumbel distribution. We
follow the straight-through GS strategy [36] to draw dis-
crete samples on the forward pass but to propagate back
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using the Jacobian of the softmax operator. Let yj be a one-
hot encoded index ij , the index of the jth element in the
sorting order. We define its N ×N Jacobian in scores s as

dyj

ds := d softmax(s̃/τ)
ds , (4)

where τ is the “temperature of the relaxation” hyper-
parameter. Using the vector of one-hot top-k indices Y =
(y1, . . . yk), we can easily select respective geometric fea-
tures by matrix-matrix product h = Y Φ. Assuming both
the solver and the loss function to be differentiable, (4) is
sufficient to complete the chain rule. Note that backpropa-
gation using (4) requires only O(N) time and not O(N2).
A convenient way to implement our GS sampler is as:

s̃ = s+ γ, γi ∼ Gumbel(0, 1), (5a)
Y = one hot(top-k(s̃)), (5b)
ỹ = softmax(s̃/τ), (5c)
Y = Y + ỹ − sg(ỹ), (5d)
h = Y Φ, (5e)

where sg does not propagate gradient (i.e., detach in Py-
Torch). Step (5e) is a common trick: on the forward pass,
the value equals precisely to Y , the one-hot indices of a
correct sample. On the backward pass, the gradient flows
through ỹ only. This sampler is visualized in Fig. 2.

Let us remark that other differentiable samplers for
PL distribution can also be applied, particularly Neural-
Sort [27]. The proposed sampler is faster and performs well
in our experiments even with the default τ = 1. Further-
more, other methods can also be applied, such as unbiased
REINFORCE [74] with a relaxation-based baseline [25]. We
leave such refinements to future work. Note that all these
options require the solver to be differentiable.

3.2. Differentiable Solver

Geometric solvers are a fundamental part of RANSAC-
like approaches. Most solvers commonly used in computer
vision can be made differentiable by implementing them in
an automatic differentiation framework such as Pytorch and
carefully considering each algorithmic component.

Learning-based pruning [79] propagates gradients
through the well-known normalized eight-point (8PC) al-
gorithm [29] for estimating essential (E) or fundamental (F)
matrices. There are two practical issues with the 8PC algo-
rithm. First, and most importantly, the 8PC and 7PC solvers
have a degeneracy when the points stem from a close-to-
planar 3D structure. In this case, a degenerate model is
estimated that, while often having a large number of in-
liers [19], is incorrect w.r.t. the scene geometry. This mis-
guides the learning in scenes dominated by planar structures
and deteriorates the performance. Second, using eight cor-
respondences instead of the minimal (5 for E, and 7 for F

matrix) in RANSAC substantially decreases the chance to
draw an all-inlier minimal sample and thus leads to a larger
expected time to find a good solution or worse average qual-
ity of a solution found in a fixed budget.

For E matrix estimation, numerous 5PC solvers have
been developed [50, 42, 8, 65, 11]. However, practical
applications (e.g., SfM [62, 68]) use either the method of
Stewenius et al. [65] due to its stability, or that of Nis-
ter [50] due to its effectiveness. We use the method of
Nister since it leads to more stable gradients in our exper-
iments. Its steps are as follows: it creates the coefficient
matrix from the input correspondences, decomposes it by
SVD, solves a linear system of equations, solves a set of
polynomial equations, and finally, basic arithmetic opera-
tions. We implemented a differentiable polynomial solver
based on Sturm sequences [26] and also one using compan-
ion matrices. While both algorithms work well, the com-
panion matrix-based solution we applied is the fastest.

Fundamental matrix estimation is an easier problem,
where the 7PC [28] solver, besides an SVD decomposition
on the coefficient matrix, only solves a cubic polynomial.
As we are given a closed-form solution for the cubic prob-
lem, we can straightforwardly make the entire algorithm
differentiable. Note that, in our experiments, we have not
observed improvements by replacing 8PC with 7PC. This
might be due to their shared degeneracy of planar scenes.

Minimal solvers often produce multiple solutions that all
explain the data. While they are consistent with the con-
straints, most are inconsistent with the scene geometry. At
inference, the best one is selected based on its score. To
mimic the test-time evaluation in training, the best algebraic
solution is selected for each sample based on the model
score and used for the loss computation. Respectively, the
gradient propagates back through the best solution.

Note that we are not aware of public implementations of
such solvers, neither in open-source libraries [73, 58] nor in
standalone public repositories. Therefore, we consider this
a technical contribution to the community.

3.3. Trainable Quality Function

In RANSAC, the quality of an estimated model is calcu-
lated as the cardinality of its support, i.e., the inlier number.
Since RANSAC, a number of algorithms [71, 6, 5, 2] have
improved the performance by better modeling the noise
both in the inliers and outliers. However, all such meth-
ods perform a best model selection step based on the maxi-
mal quality, which renders the procedure non-differentiable.
Some works [9] tackle this problem by employing soft
probabilistic hypothesis selection. Other methods [76, 79]
combine classification loss with regression and geometry-
induced losses [10] to reason about the quality of a model.

Instead of the above solutions, we exploit all models
{θ̂i}ti=1 estimated during the fixed t ∈ N>0 iterations.
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In each iteration, the estimated model is compared to the
ground truth, and its implied loss is calculated, e.g., as
the relative pose error in the case of E matrix estimation.
Specifically, we consider the following loss measures.

In the case of relative pose estimation, the pose error loss
is defined as follows. The solution θ̂ is decomposed into a
rotation and translation (R̂, t̂) using SVD [28]. Then

Lpose = 1
2
(ϵR(R̂,R) + ϵt(t̂, t)), (6)

where (R, t) is the ground truth rotation and translation,
and functions ϵR and ϵt compute the rotation and translation
errors, respectively: ϵR(R̂,R) = cos−1((tr(R̂RT)−1)/2),
ϵt(t̂, t) = cos−1(t̂Tt/∥t̂∥∥t∥). The average symmetric
epipolar error is defined as follows:

Lepi =
1

|I|
∑
i∈I

ϵepi(θ,Φi), (7)

where I is the inlier set selected by the ground truth model
θ, Φi is the geometric features of a match i and ϵepi is the
respective residual error. The overall loss minimized during
training is the linear combination of the above ones as:

L = wαLpose + wβLepi, (8)

where wα, wβ are weighting parameters. The above-
mentioned metrics are popular for evaluation and are dif-
ferentiable. Since ∇-RANSAC is differentiable, it enables
a direct optimization on such evaluation metrics to learn the
sampling probabilities and geometric features.

3.4. Training and Testing Details

The input of ∇-RANSAC is a set of tentative correspon-
dences obtained by any feature detector and matcher. The
number of matches is fixed to 2K. We choose the best 2K
ones based on the matching score if we are given more. In
case of having fewer correspondences, we fill up the miss-
ing values with zeros. We extract local and global features
from the correspondences by a consensus learning block as
backbone [79]. We integrate over the extracted geometric
information, e.g., scale, and orientation of the local descrip-
tors, to help learn the qualities of correspondences.

Initialization. We apply a 1K epoch-long weight initial-
ization procedure as in [10]. For this initialization, the KL
divergence between the predicted importance Cat(p) and
the target categorical distributions is minimized. The target
distribution is chosen proportional to softmax of residuals
of all points from the GT model [10]. This initialization
scheme does not require sampling the model hypothesis.

Training. Along with the initialized weights, the gradient
clipping [13] technique is used to avoid exploding gradients,
make the training stable and accelerate the convergence. In
the F matrix case, we normalize the points for consensus
learning and use the original unnormalized ones in minimal

solvers. We train the pipeline using the 8PC and 7PC algo-
rithms for F estimation with fixed 1K iterations. For E case,
we use the 5PC algorithm and 100 iterations.

Testing. At test time, we equip state-of-the-art RANSAC
components. The model trained end-to-end provides im-
portance scores to the weighted random sampler. Drawing
a sample from PL distribution with scores s is simplified as:

(i1 . . . ik) = top-k(u
1/si
i ), ui ∼ Uniform(0, 1). (9)

We use the MAGSAC++ [5] model quality function to se-
lect the best model, marginalizing over a range of noise
scales. We also apply an inner RANSAC-based local op-
timization [40] to improve the accuracy further. Also, we
perform the Levenberg-Marquardt [49] numerical optimiza-
tion minimizing the pose error on all inliers as a final step.
The test code runs in C++ to be fast.

4. Experimental Results

Our main experiments for epipolar geometry estima-
tion were conducted on 13 scenes from the training set
of the CVPR IMW 2020 PhotoTourism benchmark [37]
that provides images, intrinsic and extrinsic camera pa-
rameters from a reference COLMAP reconstruction, and
pre-detected RootSIFT features [1]. We train and vali-
date the method on scene St. Peter’s Square consisting of
4950 image pairs, split 3 to 1 into training and valida-
tion sets. The other 12 scenes are used for testing. We
compare ∇-RANSAC on fundamental (F) and essential
(E) matrix estimation to classical robust estimators, i.e.,
RANSAC [24], LMEDS [59], and their recent alternatives,
such as GC-RANSAC [4], MAGSAC [6], MAGSAC++ [5]
and EAS [23]. Also, we test the provided models by
the state-of-the-art learning-based methods, OANet [78],
CLNet [79] (both followed by RANSAC), NeFSAC [12],
and NG-RANSAC [10]. To make fair comparison, we re-
trained NG-RANSAC [10], CLNet [79], and OANet [78] on
the same data as what we train ∇-RANSAC on. Moreover,
we train and evaluate on ScanNet [20] following the widely
used feature matcher SuperGlue [60]. In addition, we apply
the proposed method in point cloud registration by training
and testing GeoTransformer [56] features of 3DMatch [77]
and 3DLoMatch [31], shown in Sec. 4.3.

Technical details. There are two setups of training with
∇-RANSAC. First, we train the consensus learning mod-
ule [79] with off-the-shelf features: Outdoors is trained
with the SNN ratio [44] coming from RootSIFT descriptors,
and the underlying feature scales and orientations as learn-
able side information besides coordinates, where prefilter-
ing (threshold=0.8) and initialization are needed; Indoors is
trained with the coordinates and confidence output from the
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Figure 3. ∇-RANSAC performance on 12 scenes of PhotoTourism measured by the cumulative distribution functions (CDF) of the epipolar
errors (left; in pixels), run-times (middle; in seconds), and F1 score (right; in percentages) for F matrix estimation. We use the thresholds
as in [7] for the traditional algorithms. Besides, OANet, CLNet, and NG-RANSAC were retrained on the same datasets as ∇-RANSAC.
In the left two plots, being close to the top-left corner indicates accurate results. The bottom-right corner is preferable in the last plot.

Dataset / Method LMEDS [59] RSC [24] GC-RSC [4] MSC [6] MSC++ [5] EAS [23] OANet [78] CLNet [79] NG-RSC [10] ∇-RANSAC

Avg. time (ms) ↓ 21.00 30.67 73.25 281.3 318.13 325.83 21.00 34.83 25.85 28.66

Buckingham Palace 23.26 24.95 26.48 27.23 26.28 28.28 24.70 27.46 28.06 33.05
Brandenburg Gate 31.74 39.70 43.01 42.02 42.43 34.84 42.49 39.69 43.19 47.66
Colosseum Exterior 43.32 48.25 50.86 51.76 51.56 50.49 40.50 47.12 52.42 55.80
Grand Place Brussels 27.45 31.42 33.31 32.60 33.08 32.40 29.10 31.80 32.13 35.61
Notre Dame Front Facade 30.39 37.20 40.48 39.35 39.00 39.98 33.17 38.20 40.59 46.10
Palace of Westminster 22.20 28.29 33.15 31.94 31.56 32.42 31.33 32.96 33.54 41.15
Pantheon Exterior 54.22 59.23 62.26 61.86 61.60 60.54 49.89 56.81 61.31 64.48
Prague Old Town Square 26.61 30.14 32.48 32.39 31.30 34.35 34.05 37.58 33.13 37.80
Sacre Coeur 41.58 49.03 56.36 53.23 53.06 45.10 41.30 45.09 56.61 61.52
Taj Mahal 38.43 48.44 51.51 50.71 50.43 51.63 50.04 52.17 54.71 58.58
Trevi Fountain 29.85 31.67 34.99 33.94 34.28 33.75 27.69 30.82 34.61 39.11
Westminster Abbey 50.97 52.27 55.99 55.15 54.91 53.07 42.10 48.37 53.61 56.55
Avg. over all scenes ↑ 35.00 40.10 43.41 42.68 42.46 42.91 36.91 40.67 43.66 48.12

Table 1. The average run-time (first row; in milliseconds) and F1 scores (each, average in last row) for F matrix estimation on 12K image
pairs from the PhotoTourism dataset [37]. We use the threshold tuned in [7] for RANSAC, GC-RANSAC, MAGSAC, and MAGSAC++.
We tuned the parameters of EAS, and retrained OANet, CLNet, NG-RANSAC on the same data as training ∇-RANSAC. The results with
the pre-trained models provided by the authors are in Tab. 2. Best results are bold, the second best underlined.

most commonly used feature detector and matcher, i.e., Su-
perPoint [22] with SuperGlue [60]. For these two cases, we
use 0.75 and 3.0 pixels as the inlier-outlier thresholds for ro-
bust estimators, respectively. Second, a clearer setup of con-
necting ∇-RANSAC directly to learnable feature matching
method, i.e., LoFTR [66], to improve matching prediction
with reliable confidence scores (Section 4.5). All the exper-
iments were conducted on Ubuntu 20.04 with GTX 3090Ti,
OpenCV 4.5.5, and PyTorch 1.11.1 with Cuda 11.3.1. We
re-implemented RANSAC components in PyTorch and con-
nected them with other modules for training.

4.1. Fundamental Matrix Estimation

Benefiting from the proposed ∇-RANSAC, we trained
the model parameters jointly with the prediction network to
learn the statistical features of tentative matches and pre-
dict inlier probabilities. We adopt one consensus learning
block from [79] but without filtering the points with their
predicted probabilities. The model is trained for 10 epochs

and optimized by Adam [39] with a learning rate of 1e−5.
For F estimation, the coordinates are normalized by the im-
age sizes before training. For testing, we use 1K randomly
chosen image pairs from each of the remaining 12 scenes.
Thus, the methods are tested on 12K image pairs in total.
To measure the quality of the estimated F matrices, we use
the F1 score in percentage (%) and median epipolar errors
in pixel (px)following [10]. We use the normalized 8PC al-
gorithm for training as it leads to more stable solutions than
the 7PC solver in our experiments.

The average F1 scores and the run-time of the robust es-
timation (in milliseconds) are reported in Tab. 1 on each
scene of the dataset and also averaged overall in the last
row. The proposed ∇-RANSAC achieves the most accurate
results on all but one scene, where it is the second-best by
a small margin. On average, it improves by ∼5% compared
to the second best method. ∇-RANSAC runs at a compa-
rable speed to less accurate alternatives. The most efficient
method is LMeDS achieving an 11.61% lower F1 score than
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Metric / Method OANet [78] CLNet [79] NeFSAC [12] NG-RSC [10] ∇-RANSAC

F1 Score (%) ↑ 42.29 38.61 43.17 45.80 48.12
Med. epi. error (px) ↓ 2.50 8.73 1.92 1.51 0.86
Time (ms) ↓ 21.75 27.83 33.58 25.90 28.66

Table 2. Comparison of ∇-RANSAC and the models provided
by the authors of NG-RANSAC, OANet, CLNet and the recent
work, NeFSAC for F matrix estimation on PhotoTourism. CLNet
and OANet were trained on more than 541K image pairs from
YFCC [69]. Note that we train on 4950 image pairs of one spe-
cific scene and show good generalization on real-world data. NG-
RANSAC uses twice as many imag pairs as us.

∇-RANSAC. Note that these timings do not include the in-
ference time, around 2 ms on average using GPU. Also, we
show the comparison of the proposed method with the given
pre-trained models of the state-of-the-art learning-based ro-
bust estimators in Tab. 2. We perform better in terms of F1
scores and errors, with comparable run-time, even though
we trained on the least data among the methods in the ta-
ble. Also, we test on the provided models by the recent
work, NeFSAC [12]. The proposed method leads to signif-
icant improvements compared to NeFSAC. It is important
to note, however, that the contributions of ∇-RANSAC are
orthogonal to that of NeFSAC. Thus, they can be straight-
forwardly combined together.

Furthermore, we show the cumulative distribution func-
tions (CDF) of the epipolar errors, run-times, and F1 scores
calculated from the 12K test image pairs in Fig. 3. In the
two left plots of epipolar error and run times, being close to
the top-left corner indicates better performance. The epipo-
lar error curve of the proposed ∇-RANSAC is above the
other methods on the entire plot. While not the fastest, it
finishes in 0.1 seconds in 100% of the test cases. This con-
firms that ∇-RANSAC is applicable in time-sensitive appli-
cations. The right figure shows the CDFs of the F1 scores.
In contrast to the other plots, being close to the bottom-right
corner is preferred. ∇-RANSAC has a better score on the
entire range. It coincides with other methods only at the end
of the range, as supposed to end up with 1.

4.2. Essential Matrix Estimation

We evaluate E matrix estimation both on RootSIFT fea-
tures of PhotoTourism [64] (outdoors) as used for F estima-
tion, and SuperPoint features matched with SuperGlue on
ScanNet [20] (indoors). The correspondences are normal-
ized by the intrinsic matrices. E matrix estimation is trained
with our differentiable 5PC solver. for 10 epochs, where
the iteration number of robust estimation is fixed to 100.
For evaluation, we decompose the E matrix to rotation and
translation, calculate their errors ϵR, ϵt and report the maxi-
mum of rotation and translation errors max(ϵR, ϵt). We cal-
culate the Area Under the Recall curve (AUC) thresholded
at 5◦, 10◦, and 20◦ following the previous work [76, 10].

PhotoTourism [37]. The AUC scores averaged over 12

Method AUC@5◦ ↑ AUC@10◦ ↑ AUC@20◦ ↑ Time (ms) ↓
LMEDS[59] 0.24 0.30 0.37 27
RANSAC [24] 0.26 0.32 0.40 88
GC-RANSAC [4] 0.33 0.37 0.42 175
MAGSAC [6] 0.37 0.42 0.47 239
MAGSAC++ [5] 0.37 0.42 0.47 113
EAS [23] 0.24 0.28 0.34 325
OANet [78] 0.29 0.33 0.39 49
CLNet [79] 0.34 0.40 0.47 58
NeFSAC [12] 0.34 0.40 0.45 374
NG-RSC [10] 0.35 0.41 0.47 80
∇-RANSAC 0.41 0.45 0.50 117

Table 3. The average AUC scores of ∇-RANSAC and compari-
son methods over 12 scenes from PhotoTourism, under different
thresholds. We are the most accurate method for E estimation.

Method train data AUC@10◦ ↑ med. R error ↓ med. t error ↓
pretr. OANet [78] YFCC [69], 541K 0.67 2.12 5.26
pretr. CLNet [79] YFCC [69], 541K 0.69 1.75 4.34
∇-RANSAC St. Peter’s, 55K 0.77 1.26 2.91

Table 4. E estimation performance of the proposed method and the
pretrained CLNet and OANet, both finishing with a RANSACas a
post processing procedure, on the testing scenes used in [2].

testing scenes from PhotoTourism are reported in Tab. 3.
The highest AUC scores, at all thresholds, are achieved by
∇-RANSAC. For example, its AUC@5◦ score is higher
than that of the second best methods (i.e., MAGSAC and
MAGSAC++) by AUC 3 points. It has comparable run-time
to other less accurate alternatives.

Instead of comparing with retrained models, we ran the
pretrained CLNet [79] and OANet [78] models provided by
the authors for E estimation on the test scenes as used in
[2]. Both methods finish with a RANSAC on their inliers.
The results in Tab. 4 demonstrate that ∇-RANSAC achieves
considerably better results even when trained on a fraction
of data used for other methods.

11 Other Scenes from PhotoTourism as [2]. In [2], the
authors compare on the test set that consists of entirely dif-
ferent scenes from the last paragraph. To be comparable to
MQNet [2], we report results on this split in Tab. 5. The pro-
posed ∇-RANSAC leads to substantial improvements com-
pared to MQNet [2] and MAGSAC++ [5], both in terms of
rotation (R) and translation (t) matrix estimation accuracy.

Task AUC@10◦ ↑ MAGSAC++ [5] MQNet [2] ∇-RANSAC

E est. R / t 0.71 / 0.47 0.79 / 0.62 0.84 / 0.74
F est. R / t 0.64 / 0.31 0.70 / 0.36 0.79 / 0.53

Table 5. Rotation and translation estimation performance on the
testing scenes from PhotoTourism [64] as used in MQNet [2].

ScanNet [20]. Following the matching and evaluation pro-
cess in SuperGlue [60], we trained and tested ∇-RANSAC
with the most popular indoor 3D point cloud dataset, i.e.
ScanNet, consisting of 1201 scans for training and 312
scans for validation. The tentative correspondences are de-
tected and matched using SuperPoint [22] and SuperGlue.
We train ∇-RANSAC using 16790 randomly selected pairs
from 1201 scans and 4680 for validation. The 1500 test-
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Method Confidence AUC@5◦ ↑ AUC@10◦ ↑ AUC@20◦ ↑ run-time (µs) ↓
RANSAC - 16.02 33.53 51.84 110.2
MAGSAC++ - 17.70 35.15 51.75 58.9
MAGSAC++ SuperGlue 18.67 35.85 52.60 51.5
MAGSAC++ ∇-trained 19.15 36.40 53.47 49.3

Table 6. E matrix evaluation on 1500 test pairs of ScanNet used
in SuperGlue [60]. The last two rows are tested on MAGSAC++
with PROSAC sampler guided by the confidence predicted from
the provided SuperGlue model and ∇-RANSAC trained on Su-
perGlue matches. Note the run-time is in microseconds.

ing pairs are the same ones used in the SuperGlue paper.
We evaluate ∇-RANSAC by comparing the AUC scores of
RANSAC and MAGSAC++, PROSAC sampling with ei-
ther SuperGlue confidence or ∇-RANSAC prediction. As
shown in Tab. 6, our trained weights work better in guided
sampling than the confidence given by SuperGlue.

4.3. 3D Point Rigid Registration

To extend the application of the proposed general-
ized differentiable RANSAC, we apply ∇-RANSAC on
point-cloud rigid registration. As the differentiable min-
imal solver, we implemented the standard Kabsch algo-
rithm [38] in PyTorch. We trained ∇-RANSAC on Geo-
Transformer [56] correspondences detected in the challeng-
ing indoor benchmarks, i.e., 3DMatch [77] and 3DLo-
Match [31]. We use 75 scenes from 3DMatch dataset, 14k
image pairs in total for training, also, 8 scenes for validation
(1331 pairs), and 8 for testing (1623 pairs) following [56].
In addition, another 8 scenes from 3DLoMatch are used for
testing, 1781 image pairs included. Note that 3DLoMatch
is more challenging due to low overlap, i.e., below 30%.

To measure the error of the registration, we calculate
the Relative Rotation Error (RRE), Relative Translation Er-
ror (RTE), and Root Mean Squared Error (RMSE), Reg-
istration Recall (RR). We optimize the CLNet [79] inlier
probability predictor by the proposed ∇-RANSAC. We then
feed MAGSAC++ [5] with PROSAC the original GeoTrans-
former match confidence predictions and the ones opti-
mized by the proposed method.

As shown in Tab. 7, 8, the inlier priors predicted by ∇-
RANSAC better guide the PROSAC sampler than using the
original confidences directly from GeoTransformer.

Inlier prob. predictor # iters RRE (◦) ↓ RTE (cm) ↓ RMSE (cm) ↓ RR (%) ↑

GeoTransformer [56]
1K 27.91 66.64 28.36 76.55

10K 27.78 68.48 28.41 75.78
50K 27.76 67.38 28.91 76.36

∇-RANSAC
1K 26.25 64.57 27.21 77.23

10K 25.72 62.34 27.55 76.94
50K 25.99 63.81 27.45 76.94

Table 7. Point cloud registration performance of our trained ∇-
RANSAC on GeoTransformer matches of 3DLoMatch [31] com-
pared with matching confidence, with the best in bold.

Inlier prob. predictor # iters RRE (◦) ↓ RTE (cm) ↓ RMSE (cm) ↓ RR (%) ↑

GeoTransformer [56]
1K 5.76 15.80 6.67 96.90

10K 6.31 16.99 6.97 96.43
50K 6.27 16.42 6.80 96.55

∇-RANSAC
1K 5.55 14.68 6.53 97.01

10K 5.44 14.24 6.47 96.90
50K 5.44 14.45 6.57 97.01

Table 8. Point cloud registration performance of our trained ∇-
RANSAC on GeoTransformer matches of 3DMatch [77] com-
pared with matching confidence, with the best in bold.
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Figure 4. Ablation Studies of Gumbel Softmax (GS) sampler.
AUC scores for E estimation using Uniform sampler, GS with
SNN ratio, and learned weights (Initialized, 7PC-trained, 8PC-
trained, and 5PC-trained) on 12K images from PhotoTourism.

4.4. Ablation Studies

Objective functions. Tab. 9 compares training objectives
optimized by ∇-RANSAC running the same components
(including Gumbel Sampler) in all cases. The first row
shows the results with the proposed Eq. 2 as the objective.
The next two rows replace Eq. 2 with other objectives, e.g.,
the probabilistic selection approach of DSAC [9]. In the
last row, we use REINFORCE for gradient calculation and
backpropagation as [10] does.

For F estimation, ∇-RANSAC trained with Eq. 2 per-
forms the best in terms of median epipolar error. SoftAM
achieves a comparable F1 score but low efficiency. In addi-
tion, ∇-RANSAC is the best in terms of E estimation accu-
racy with the second-best run-time, while the fastest REIN-
FORCE [10] achieves lower accuracy. Note that we cannot
directly compare with DSAC, but the learning objective of
DSAC can be integrated in our training as an option.

Differentiable Sampler. The sampling procedures are
tested using MAGSAC++ on 12K image pairs from Pho-
toTourism in Fig. 4. Uniform and GS + SNN [44] are uni-
form random sampling and GS guided by SNN ratios, re-
spectively. The other tested methods are GS with differ-
ent weights: initialized (with KL divergence), trained with
7PC, 8PC, and 5PC with different losses. Epipolar error
works better than pose error for E estimation. Compared
with a uniform sampler and non-learnable weights for the
GS sampler, ∇-RANSAC weights perform better.

Differentiable Solvers. For F matrix estimation, the aver-
age results when ∇-RANSAC is trained with the 7PC and
norm. 8PC solvers are shown in Tab. 10. For F estimation,
the 8PC solver leads to the most accurate results while be-
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Learning Objectives F matrix estimation E matrix estimation
F1 score ↑ med. epi. error ↓ run-time (ms) ↓ AUC@10◦ ↑ run-time (ms) ↓

Eq. 2 48.12 0.86 28.66 0.45 116.90
Prob. selection [9] 40.95 4.92 34.21 0.43 134.48
SoftAM [9] 48.17 0.88 47.46 0.44 147.88
REINFORCE [10] 42.77 4.06 34.75 0.44 125.65

Table 9. Performance of ∇-RANSAC trained with different learn-
ing objectives: SoftAM and probabilistic model selection (DSAC)
from [9]; and the REINFORCE gradient approximation [10] for F
and E estimation. Best results in bold, the second best underlined.

F matrix estimation Initialized 7PC [28]-trained 8PC [28]-trained

F1 score (%) ↑ 45.71 46.04 47.21
Med. epi. error (px) ↓ 1.73 1.54 1.00

Table 10. Performance of ∇-RANSAC trained with differentiable
solvers on F estimation, evaluated by the proposed GS sampler.
The same 12 testing scenes are used from PhotoTourism [37].

ing the fastest. As shown in Fig. 4, the highest AUC scores
at all thresholds for E matrix estimation are achieved by the
5PC method, confirming the necessity of using better mini-
mal solvers for training rather than the 8PC algorithm.

4.5. Learning Feature Matching with ∇-RANSAC

In this section, we tune an end-to-end feature matcher,
LoFTR [66], on the epipolar error using ∇-RANSAC. An
advantage of our method is that it allows the RANSAC
pipeline to be optimized for test-time metrics such as pose
and epipolar errors. Even though they are differentiable
themselves, their input comes from RANSAC. If RANSAC
is non-differentiable, these metrics cannot be directly used
as a loss function. Additionally, the entire feature compu-
tation and matching module can be directly optimized on
such metrics if the RANSAC is differentiable.

Following [51, 52], LoFTR was initialized with the
weights from the standard LoFTR and trained. Training
of LoFTR with ∇-RANSAC for F matrix estimation was
performed on scene St. Peter’s Square of the PhotoTourism
dataset, while the remaining 12 scenes were used for testing
as the main experiments. The training used AdamW opti-
mizer [43] for 10 epochs, with a learning rate of 1e−6. Note
that CLNet was not used for this setup as LoFTR directly
predicts the filtered correspondences and their confidence
scores. Using the ∇-RANSAC, the gradients of the loss are
obtained with respect to both the correspondences and con-
fidence scores. Unlike the main experiments, here we use
the top-30% of the estimated models for the training.

The evaluation is performed using three different infer-
ence protocols, namely OpenCV-RANSAC [24], OpenCV-
PROSAC [15], and MAGSAC-PROSAC [5], the results are
presented in Tab. 11. These evaluations use a threshold of
3 pixels to determine a prediction as an inlier based on the
epipolar error, different from the other experiments in the
paper that use a threshold of 0.75 px. The results show that
the proposed ∇-RANSAC can be used to improve learning-
based feature-matching approaches. This observation indi-
cates the robustness of ∇-RANSAC as a pre-trained model

Inference Protocol LoFTR [66] F1 score (%) ↑ avg. epi. error (px) ↓ run-time (ms) ↓

OpenCV-RANSAC [24] Standard 64.07 13.16 2.83
∇-trained 64.43 11.90 2.81

OpenCV-PROSAC [15] Standard 66.34 12.53 3.26
∇-trained 67.22 10.76 2.99

MAGSAC-PROSAC [5] Standard 69.09 13.06 163.51
∇-trained 69.94 10.31 128.97

Table 11. LoFTR performance before (standard) and after (∇-
trained) trained with ∇-RANSAC. Evaluating F matrix estimation
uses three different inference methods on 12K image pairs from
PhotoTourism. ∇-RANSAC improves LoFTR predicting accurate
tentative matches and reliable confidence.

that can be used without any adaptation plug-and-play.

5. Conclusion
In this paper, we propose the differentiable ∇-RANSAC,

i.e., the first trainable randomized robust estimator with ev-
ery component differentiable. It predicts the inlier prob-
abilities of the input data points, exploits the predictions
in a guided sampler, and estimates the model (e.g., funda-
mental matrix) and its quality while propagating the gradi-
ents through the entire procedure. ∇-RANSAC leads to the
most accurate epipolar geometries compared to state-of-the-
art robust estimators on real-world datasets from outdoors
and indoors. Also, it is one of the fastest algorithms. To
demonstrate its potential in unlocking the training of geo-
metric pipelines, we train ∇-RANSAC together with a re-
cent detector-free feature matcher, LoFTR [66], with which
we achieve improved confidence prediction and accurate ro-
bust estimation. We believe that the community will benefit
from the algorithm.
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Matas. Magsac++, a fast, reliable and accurate robust esti-
mator. In CVPR, 2020. 1, 2, 3, 4, 5, 6, 7, 8, 9

[6] Daniel Barath, Jana Noskova, and Jiřı́ Matas. MAGSAC:
marginalizing sample consensus. In CVPR, 2019.
https://github.com/danini/magsac. 1, 4, 5, 6, 7

[7] Daniel Barath, Jana Noskova, and Jiřı́ Matas. Marginalizing
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gates via deep embedding. In ECCV, 2020. 9
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