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Abstract

To promote the safe application of detectors, a task of unsupervised out-of-distribution object detection (OOD-OD) is recently proposed, whose goal is to detect unseen OOD objects without accessing any auxiliary OOD data. For this task, the challenge mainly lies in how to only leverage the known in-distribution (ID) data to detect OOD objects accurately without affecting the detection of ID objects, which can be framed as the diffusion problem for deep feature synthesis. Accordingly, such challenge could be addressed by the forward and reverse processes in the diffusion model. In this paper, we propose a new approach of Deep Feature Deblurring Diffusion (DFDD), consisting of forward blurring and reverse deblurring processes. Specifically, the forward process gradually performs Gaussian Blur on the extracted feature maps, which is instrumental in retaining sufficient input-relevant information. By this way, the forward process could synthesize virtual OOD features that are close to the classification boundary between ID and OOD objects, which improves the performance of detecting OOD objects. During the reverse process, based on the blurred features, a dedicated deblurring model is designed to continually recover the lost details in the forward process. Both the deblurred features and original features are taken as the input for training, which enhances the discrimination of the object classifier.

1. Introduction

Discriminating known from unknown objects is indispensable for building reliable detection systems. Currently, most object detection models [38, 14, 53, 2] usually follow a close-set assumption, i.e., the training and testing stages share the same category space. However, the real scenario is open and full of unknown objects, presenting significant challenges for close-set assumption based detectors. To promote the safe deployment of detectors, a task of unsupervised out-of-distribution object detection (OOD-OD) [6] is proposed, aiming to detect OOD objects never-seen-before during training without using any auxiliary OOD data.

For unsupervised OOD-OD [6], there exist two essential challenges: one is to only leverage the given in-distribution (ID) data to improve the ability of discriminating OOD objects. Another is to avoid the performance degradation of ID object detection. One feasible solution [6, 37] is to synthesize a series of virtual OOD features based on the ID data, which promotes the detector to learn a clear boundary between ID and OOD objects. The work [6] first utilizes ID data to estimate class-conditional distribution for each

\textsuperscript{*}Corresponding author

\textsuperscript{1}Corresponding author
category. Then, virtual OOD features are sampled from the region that slightly deviates from the estimated distribution. However, to estimate the distributions accurately, it is critical to use a large number of objects for each category, which limits its application in the case of few samples.

To reduce the impact of lacking OOD data, in this paper, we focus on synthesizing virtual OOD features that are close to the classification boundary of ID and OOD objects. Here, we assume that the data points located on the boundary should own an important attribution, i.e., the boundary data is related to the ID data but cannot be classified into ID categories. One intuitive idea is to utilize GANs [10] for feature synthesis, which is difficult to optimize [6] and could not resolve the two challenges of OOD-OD effectively. To this end, as shown in Fig. 1, we explore handling the two key challenges from the diffusion perspective [18, 39, 20]. In general, diffusion models [32, 24] contain a forward diffusion by adding noise and a reverse denoising process. For unsupervised OOD-OD, the forward process could be utilized to synthesize OOD features near the boundary, improving the capability of distinguishing OOD objects. The reverse process is exploited to recover the features involving rich object-related information, used to enhance the discrimination of the object classifier.

Unfortunately, experimental results show that using the denoising diffusion [18, 44] for feature synthesis could not boost the performance of discriminating OOD objects. The reason may be that adding much noise destroys the semantic structure of the features, resulting in the synthesized features being far away from the classification boundary of ID and OOD objects and then attenuating the discrimination of the detector. To this end, we pay attention to exploiting Gaussian Blur to replace adding noise and design a dedicated deblurring mechanism to generate expected features for addressing the two challenges of OOD-OD.

Specifically, as shown in Fig. 1, an approach of Deep Feature Deblurring Diffusion (DFDD) is proposed, which consists of forward blurring and reverse deblurring. During the forward process, we gradually perform Gaussian Blur [9] on the feature maps extracted by a backbone network. Since Gaussian Blur is a weighted average of neighboring elements, compared with adding noise roughly, this operation continually removes detail content and could retain plentiful input-related information. For example, in Fig. 1, we can see that after \( T \) iterations, compared with the original feature \( x_0 \), \( x_T \) contains much less detail information but still involves rich content related to \( x_0 \). And based on \( x_T \), it is difficult to recognize the categories of ID objects. Therefore, \( x_T \) is the expected virtual OOD feature that is close to the classification boundary of ID and OOD objects, which is instrumental in improving the performance of distinguishing OOD objects. Next, in the reverse stage, a U-Net model [40] is designed to recover the deblurred features containing plentiful object-related information. Finally, both the deblurred features and original features are taken as the input for training, which ameliorates the discrimination ability. In the experiments, our method is evaluated on three different tasks. Extensive experimental results on multiple datasets demonstrate the superiorities of our method.

The contributions are summarized as follows:

1. Though diffusion models have achieved impressive performance in image generation, it is underexplored for feature generation. In this paper, we convert the challenges of unsupervised OOD-OD to the diffusion problem for feature synthesis and present a new solution to strengthen the ability of discriminating OOD objects.

2. We propose an approach of Deep Feature Deblurring Diffusion (DFDD) for unsupervised OOD-OD. Particularly, the forward process is to synthesize virtual OOD features by gradually performing Gaussian Blur. Meanwhile, a dedicated deblurring mechanism is designed to enhance the discrimination of the object classifier.

3. In the experiments, our method is evaluated on OOD-OD [6], open-set object detection [25, 43], and incremental object detection [13]. Particularly, based on MS-COCO [30], compared with the baseline method [6], our method significantly reduces FPR95 by around 13.56%.

2. Related Work

OOD Detection. To promote the reliable deployment of models in real scenarios, OOD detection [16, 29, 55, 59] has recently attracted much attention, whose goal is to discriminate OOD data from ID data. Most existing methods [8, 21, 23, 33, 34] focus on OOD image classification and attempt to design an effective regularization-based method. For example, the model is regularized to produce lower confidence [17] or higher energy [31] on the OOD data. Besides, Bendale et al. [1] design the OpenMax score based on the extreme value theory, which promotes the development of score-based methods [49, 45]. Though these methods have been shown to be effective, since object detection [52, 50] involves object localization and classification, these methods could not be directly applied to OOD-OD.

Recently, a task of OOD-OD [6, 51] is proposed, which aims to detect objects never-seen-before during training without degrading the detection performance for ID objects. Du et al. [6] explore estimating class-conditional distribution for each category. And virtual OOD features are sampled from the region that slightly deviates from the distribution. However, this work [6] may require a large number of objects to estimate the distributions accurately, which limits its application in the case of few samples. Besides, Du et al. [5] further propose to learn unknown-aware knowledge from auxiliary videos, which does not match the setting of unsupervised OOD-OD. The work [4] tries to utilize a distance-based mechanism to shape the learned represen-
tions. Different from the above methods, we convert the challenges of unsupervised OOD-OD to the diffusion problem [18, 32] for feature synthesis and present a new solution to improve the ability of detecting OOD objects.

**Diffusion Models.** In general, diffusion models [39, 56] include forward diffusion for adding noise and a reverse process to recover the denoised data. Particularly, Ho et al. [18] first propose Denoising Diffusion Probabilistic Models, which accelerates the popularity of diffusion models. Based on this work, some methods [39, 11, 20] explore introducing the attention mechanism [48] and Variational AutoEncoder (VAE) [47] into existing diffusion models, which produce stable diffusion models and generate high-quality images. However, diffusion models are rarely used for specific feature generation. In this paper, we propose a method of Deep Feature Deblurring Diffusion, which contains a forward blurring process to synthesize virtual OOD features and a reverse deblurring stage to recover the original features. Extensive experiments on multiple datasets demonstrate the superiorities of our method.

### 3. Denoising Diffusion for Feature Synthesis

Denoising diffusion models [18, 44] are a class of latent variable models, which define a Markov chain of forward diffusion process by gradually adding noise to data samples. The forward noise process is defined as follows:

\[
q(x_t|x_0) = \mathcal{N}(x_t | \sqrt{\alpha_t}x_0, (1 - \alpha_t)I),
\]

which transforms data sample \(x_0\) to a latent noisy sample \(x_t\) by adding noise to \(x_0\), \(t \in \{1, \ldots, T\}\). \(\alpha_t := \prod_{s=1}^{t} \alpha_s = \prod_{s=1}^{t} (1 - \beta_s)\) and \(\beta_s\) represents the noise variance schedule [18]. During training, a denoising network \(\epsilon_\theta\) is trained to minimize the following loss:

\[
\mathcal{L} = \mathbb{E}_{x_0 \sim \mathcal{N}(0, I)} [||\epsilon - \epsilon_\theta(\sqrt{\alpha_t}x_0 + \sqrt{1 - \alpha_t}\epsilon, t)||^2].
\]

In other words, at each timestep \(t\), the denoising network \(\epsilon_\theta\) is tasked with correctly removing the noise \(\epsilon\). Although diffusion models could generate high-quality images, it is under-explored for feature generation. To this end, we study whether the denoising diffusion model [18] could be used for synthesizing virtual OOD features. Specifically, given the feature map \(x_0\) extracted by a backbone network, we first utilize the forward diffusion to obtain the noisy map \(x_T\) defined as the virtual OOD map. Next, a U-Net model [40] is designed to remove the added noise and recover the original feature \(x_0\). Finally, both the recovered feature and original feature are used for training. The overall processes are the same as our method (as shown in Algorithm 1).

In the experiments, we follow the settings of the baseline work [6]. PASCAL VOC [7] and MS-COCO [30] are separately taken as ID data for training and OOD data for evaluation. Compared with the baseline [6], FPR95 performance is increased by around 7.26%. The reason may be that directly adding noise into the feature map \(x_0\) is prone to destroy the semantic structure of \(x_0\), which results in the synthesized virtual OOD feature \(x_T\) being far away from the classification boundary of ID and OOD objects. At this time, the feature \(x_T\) could not be used to effectively enhance the ability of discriminating OOD objects.

### 4. Deep Feature Deblurring Diffusion

Based on the above analysis, adding noise may hinder the application of diffusion models for feature generation. To this end, we explore replacing adding noise with Gaussian Blur and propose a new diffusion model, i.e., Deep
Figure 3. Details of Deep Feature Deblurring Diffusion for Feature Synthesis. During the forward process, we gradually perform Gaussian Blur on the extracted features to obtain the virtual OOD map $F_T$. Meanwhile, it is worth noting that there are no learnable parameters in the forward diffusion process. For the reverse process, a network is designed to deblur continually and recover the feature map $F_0$. Finally, for the forward and reverse processes, the size of feature maps is kept unchanged.

Feature Deblurring Diffusion, for unsupervised OOD-OD. Concretely, we follow the settings [6] and only utilize the ID data that own a fixed number of categories for training. During inference, the object detector should distinguish ID objects from OOD objects accurately.

4.1. Forward Blurring Diffusion

Concretely, as shown in Fig. 2 and 3, we follow the baseline work [6] and exploit the widely used object detector, i.e., Faster R-CNN [38, 14], as the basic detection model. Given an input image, a backbone network, e.g., ResNet [15], is utilized to extract the corresponding feature map $F_0 \in \mathbb{R}^{w \times h \times c}$, where $w$, $h$, and $c$ separately denote width, height, and the number of channels.

To alleviate the impact of lacking OOD data, we leverage the forward process to synthesize virtual OOD features. Specifically, the diffusion process is fixed to a Markov chain that gradually performs Gaussian Blur on the extracted feature map according to a variance schedule $\sigma_1, \ldots, \sigma_T$:

$$F_t = F_{t-1} * \mathcal{G}(\sigma_t), \quad \mathcal{G}(\sigma_t) = \frac{1}{2\pi\sigma_t^2} e^{-(i^2+j^2)/2\sigma_t^2},$$

where $\mathcal{G}(\sigma_t)$ represents Gaussian Kernel with the variance $\sigma_t$, $(i, j)$ indicates the position in the kernel. $t = 1, \ldots, T$. $F_t \in \mathbb{R}^{w \times h \times c}$ is the convolutional output. Besides, to ensure the blur effect, the variance is increased linearly. Here, we ignore the fact that the kernel size could be changed and instead fix the size to $5 \times 5$. Meanwhile, it is worth noting that the forward process has no learnable parameters.

Finally, the forward process owns a notable property that it admits blurring $F_t$ at an arbitrary timestep $t$:

$$F_t = F_{t-1} * \mathcal{G}(\sigma_t) = (F_{t-2} * \mathcal{G}(\sigma_{t-1})) * \mathcal{G}(\sigma_t)$$
$$= F_0 * \mathcal{G}(\sigma_1) * \mathcal{G}(\sigma_2) \cdots * \mathcal{G}(\sigma_t)$$
$$= F_0 * \mathcal{G}(\sigma),$$

where $\sigma = \sum_{k=1}^{t} \sigma_k$. Using this property is beneficial for reducing the computational time of the forward process.

Since Gaussian Blur is a weighted average of neighboring elements, compared with directly adding noise [18], this operation reduces the damage to the semantic structure of the input feature $F_0$ and retains rich input-related information. Furthermore, after multiple Gaussian Blur operations, it is difficult to recognize the category of the blurred feature $F_T \in \mathbb{R}^{w \times h \times c}$. Thus, $F_T$ is the expected virtual OOD map that is close to the classification boundary of ID and OOD objects, which is instrumental in improving the ability of discriminating OOD objects.

4.2. Reverse Deblurring Process

The reverse process aims to recover the original features from the blurred features, which is instrumental in improving the discrimination of the classifier for ID objects. Concretely, as shown in Fig. 3, taking the output $F_T$ of the forward process as the input, a U-Net model [40] is designed to predict detail feature $D_t \in \mathbb{R}^{w \times h \times c}$. Then, we combine the predicted detail feature with the blurred feature as the input of the model. The processes are shown as follows:

$$D_t = \epsilon_\theta(\hat{F}_t, t), \quad \hat{F}_{t-1} = \hat{F}_t + D_t,$$

where $\epsilon_\theta(\cdot, \cdot)$ represents the learned U-Net model. And $t = T, \ldots, 1$. $\hat{F}_T = F_T$. $\hat{F}_{t-1} \in \mathbb{R}^{w \times h \times c}$ is the output at the timestep $t$. Next, taking $\hat{F}_{t-1}$ as the input, we continually perform the above operations to obtain the recovered deblur feature map $\hat{F}_0 \in \mathbb{R}^{w \times h \times c}$.

During training, a loss function $\mathcal{L}_{DFD}$ is proposed to promote the designed U-Net model to possess the capability of detail prediction:

$$\mathcal{L}_{DFD} = E_t[||\epsilon_t - \epsilon_\theta(\hat{F}_t, t)||^2], \quad \epsilon_t = F_{t-1} - F_t.$$
regressor to calculate the classification loss $L_{\text{cls}}$ and localization loss $L_{\text{loc}}$. The joint objective is shown as follows:

$$L_{\text{in}} = L_{\text{cls}} + L_{\text{loc}} + \beta \cdot \text{KL}[p(P_{\text{in}}), p(\hat{P}_{\text{in}})],$$  

where $\beta$ is a hyper-parameter and is set to 0.001. The KL-divergence loss is to promote the prediction consistency between $P_{\text{in}}$ and $\hat{P}_{\text{in}}$, which is conducive to ameliorating the ability of discriminating ID objects.

Finally, to achieve the goal of discriminating OOD objects from ID objects, based on $\mathcal{O}$, RoI-Alignment followed by RoI-Feature extraction is performed on $F_T$ to extract OOD features $P_{\text{ood}} \in \mathbb{R}^{m \times n}$. $P_{\text{ood}}$ and $P_{\text{in}}$ are used to calculate an uncertainty loss [6], which regularizes the detector to produce a low OOD score for the ID object features, and a high OOD score for the synthesized OOD features:

$$L_{\text{uncertainty}} = \mathbb{E}_{u \sim P_{\text{in}}}[-\log \frac{\exp^{-E(u)}}{1 + \exp^{-E(u)}}] + \mathbb{E}_{v \sim P_{\text{ood}}}[-\log \frac{1}{1 + \exp^{-E(v)}}],$$  

where $E(\cdot)$ is the object-level energy score [6, 31]. During training, the overall objective is shown as follows:

$$L = L_{\text{in}} + \lambda \cdot L_{\text{DFDD}} + \tau \cdot L_{\text{uncertainty}},$$

where $\lambda$ and $\tau$ are two hyper-parameters, which are set to 0.001 and 0.1 in the experiments.

### 4.4. Inference for OOD Object Detection

During inference, we only leverage the forward diffusion process to synthesize the blur feature used to enhance object-related information. Meanwhile, we only calculate the uncertainty loss for OOD object detection [6]. Specifically, for a predicted bounding box $b$, the processes of distinguishing OOD objects are shown as follows:

$$S = \frac{\exp^{-E(b)}}{1 + \exp^{-E(b)}}, \quad C(b) = \begin{cases} 0 & \text{if } S < \gamma, \\ 1 & \text{if } S \geq \gamma. \end{cases}$$

For the output of the classifier $C(\cdot)$, we use the threshold mechanism [6] to distinguish ID objects (the result is 1) from OOD objects (the result is 0). The threshold $\gamma$ is commonly set to 0.95 so that a high fraction of ID data is correctly classified. Finally, Algorithm 1 shows the training and evaluation details of our method.

### 5. Further Discussion

In this section, we further discuss the advantages of the forward blurring diffusion.

Currently, most diffusion methods [18, 39, 24, 20] gradually add Gaussian noise to simulate the physical diffusion process. Though these methods have achieved impressive generative performance, they are rarely applied to feature-level generation for OOD-OD. Through experiments, we observe that adding noise to the features reduces the OOD-OD performance significantly. For this case, there may exist two reasons: one is that adding noise is a global operation, which is prone to destroy the semantic information in the original features. Another is that it is difficult to determine the appropriate range of the added noise. If the noise value is large, the semantic information in the features may be damaged rapidly.

Compared with globally adding noise, Gaussian Blur is a local operation, which is beneficial for preserving certain important information of the input and outputting expected OOD features. Meanwhile, like traditional diffusion [18], Gaussian Blur also owns a notable property (Eq. (4)) for reducing computational time. Extensive experimental results demonstrate the effectiveness of our method.

### 6. Experiments

In the experiments, for unsupervised OOD-OD, we first evaluate our method on two different benchmarks [6]. Then, to further demonstrate the effectiveness of our method, we evaluate our method on class-incremental object detection (IOD) [25] and open-set object detection (OSOD) [13].

#### 6.1. Experimental Setup

**Implementation Details.** We utilize Faster R-CNN [38] with RoI-Aligment layer [14] as the basic detection model. ResNet-50 [15] is taken as the backbone. The weights pretrained on ImageNet [41] are used for initialization. For the...
Figure 4. Detection results on the OOD images from MS-COCO. The first and second rows respectively indicate results based on VOS [6] and our method. The in-distribution dataset is BDD-100k. Blue boxes represent objects detected and classified as one of the ID categories. Green boxes indicate OOD objects. We can see that our method accurately determines OOD objects.

<table>
<thead>
<tr>
<th>Method (VOC)</th>
<th>FPR95 ↓</th>
<th>AUROC ↑</th>
<th>mAP (ID) ↑</th>
</tr>
</thead>
<tbody>
<tr>
<td>MSP [16]</td>
<td>70.99 / 73.13</td>
<td>83.45 / 81.91</td>
<td>48.7</td>
</tr>
<tr>
<td>ODIN [29]</td>
<td>59.81 / 63.14</td>
<td>82.20 / 82.59</td>
<td>48.7</td>
</tr>
<tr>
<td>Mahalanobis [28]</td>
<td>67.73 / 65.41</td>
<td>81.45 / 81.48</td>
<td>48.7</td>
</tr>
<tr>
<td>Energy score [31]</td>
<td>56.89 / 58.69</td>
<td>83.69 / 82.98</td>
<td>48.7</td>
</tr>
<tr>
<td>Generalized ODIN [19]</td>
<td>59.57 / 70.28</td>
<td>83.12 / 79.23</td>
<td>48.1</td>
</tr>
<tr>
<td>CSI [46]</td>
<td>59.91 / 57.41</td>
<td>81.83 / 82.95</td>
<td>48.1</td>
</tr>
<tr>
<td>GAN-synthesis [27]</td>
<td>60.93 / 59.97</td>
<td>83.67 / 82.67</td>
<td>48.7</td>
</tr>
<tr>
<td>SIREN-vMF [4]</td>
<td>64.68 / 68.53</td>
<td>85.36 / 82.78</td>
<td>-</td>
</tr>
<tr>
<td>SIREN-KNN [4]</td>
<td>47.45 / 50.38</td>
<td>89.67 / 88.80</td>
<td>-</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Method (BDD)</th>
<th>FPR95 ↓</th>
<th>AUROC ↑</th>
<th>mAP (ID) ↑</th>
</tr>
</thead>
<tbody>
<tr>
<td>MSP [16]</td>
<td>80.94 / 79.04</td>
<td>75.87 / 77.38</td>
<td>31.2</td>
</tr>
<tr>
<td>ODIN [29]</td>
<td>62.85 / 58.92</td>
<td>74.44 / 76.61</td>
<td>31.2</td>
</tr>
<tr>
<td>Mahalanobis [28]</td>
<td>55.74 / 47.69</td>
<td>85.71 / 88.05</td>
<td>31.2</td>
</tr>
<tr>
<td>Gram matrices [42]</td>
<td>60.93 / 77.55</td>
<td>74.93 / 79.38</td>
<td>31.2</td>
</tr>
<tr>
<td>Energy score [31]</td>
<td>60.06 / 54.97</td>
<td>77.48 / 79.60</td>
<td>31.2</td>
</tr>
<tr>
<td>Generalized ODIN [19]</td>
<td>57.27 / 50.17</td>
<td>85.62 / 87.18</td>
<td>31.8</td>
</tr>
<tr>
<td>CSI [46]</td>
<td>47.10 / 37.06</td>
<td>84.09 / 87.99</td>
<td>30.6</td>
</tr>
<tr>
<td>GAN-synthesis [27]</td>
<td>57.03 / 50.61</td>
<td>78.82 / 81.25</td>
<td>31.4</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Method (BDD)</th>
<th>FPR95 ↓</th>
<th>AUROC ↑</th>
<th>mAP (ID) ↑</th>
</tr>
</thead>
<tbody>
<tr>
<td>VOS (Baseline) [6]</td>
<td>47.53 / 51.33</td>
<td>88.70 / 85.23</td>
<td>48.9</td>
</tr>
<tr>
<td>VOS + Blur-Aug</td>
<td>46.26 / 49.68</td>
<td>89.11 / 85.76</td>
<td>49.0</td>
</tr>
<tr>
<td>DDPM [18]</td>
<td>54.79 / 58.21</td>
<td>86.53 / 83.91</td>
<td>48.8</td>
</tr>
<tr>
<td>DDFF</td>
<td>41.34 / 44.52</td>
<td>90.79 / 88.65</td>
<td>49.2</td>
</tr>
</tbody>
</table>

Table 1. Performance (%) of unsupervised OOD-OD. All methods are trained based on ID data and do not use any auxiliary data. ↑ denotes larger values are better and ↓ denotes smaller values are better. “VOS + Blur-Aug” indicates that the training images are performed Gaussian Blur as data augmentation and employs VOS [6] for detection. “DDPM” represents that our method is replaced with DDPM [18]. The training processes are kept unchanged.

For unsupervised OOD-OD, we report: (1) the false positive rate (FPR95) of OOD objects when the true positive rate of ID objects is at 95%; (2) the area under the receiver operating characteristic curve (AUROC); (3) mean average precision (mAP). For OSOD, we use Wilderness Impact (WI) [3] to measure the degree of unknown objects misclassified to known classes. And we also use Absolute Open-Set Error (AOSE) [35] to count the number of mis-

Datasets. For unsupervised OOD-OD, PASCAL VOC [7] and Berkeley DeepDrive (BDD-100k) [57] datasets are taken as the ID data for training. Meanwhile, we adopt MS-COCO [30] and OpenImages [26] as the OOD datasets to evaluate the trained model. And the OOD datasets are manually examined to guarantee they do not contain ID categories. PASCAL-VOC [7] includes the following 20 categories: Person, Car, Bicycle, Boat, Bus, Motorbike, Train, Airplane, Chair, Bottle, Dining Table, Potted Plant, TV, Sofa, Bird, Cat, Cow, Dog, Horse, Sheep. And the corresponding number of ID training and validation images is 16,551 and 4,952. BDD-100k [57] contains the following 10 categories: Pedestrian, Rider, Car, Truck, Bus, Train, Motorcycle, Bicycle, Traffic light, Traffic sign. And the corresponding number of ID training and validation images is 69,853 and 10,000.

Besides, for IOD, we follow the standard evaluation protocol [25] and evaluate our method on PASCAL VOC [7]. We initially learn 10, 15, or 19 base classes, and then introduce 10, 5, or 1 new classes as the second task. Finally, for OSOD, we follow the work [13] and utilize 20 VOC classes and 60 non-VOC classes in COCO to evaluate our method under different open-set conditions. To effectively exploit the synthesized blurred features, we train a binarized classifier, i.e., the output of the known category is 1, and the output of the blurred features is 0. By minimizing the cross-entropy loss, the discrimination ability of the object classifier could be well enhanced.

Metrics. For unsupervised OOD-OD, we report: (1) the false positive rate (FPR95) of OOD objects when the true positive rate of ID objects is at 95%; (2) the area under the receiver operating characteristic curve (AUROC); (3) mean average precision (mAP). For OSOD, we use Wilderness Impact (WI) [3] to measure the degree of unknown objects misclassified to known classes. And we also use Absolute Open-Set Error (AOSE) [35] to count the number of mis-

forward process, we perform five Gaussian Blur operations. \( \sigma_1 \) and \( \sigma_5 \) in Eq. (3) are separately set to 0.1 and 0.8. For the reverse stage, the encoder and decoder in the U-Net model \( \epsilon_{\theta} \) all consist of three convolutional layers. All the experiments are trained using the standard SGD optimizer with a learning rate of 0.02.
Table 3. Performance analysis of OSOD. We report close-set performance (\(K↓\)) on VOC, and both close-set (\(mAP_{c}\)) and open-set (\(WI, AOE_{o}, AP_{t+}\)) performance of different methods on VOC-COCO-[20, 40, 60]. Here, ‘20’, ‘40’, and ‘60’ indicate that the testing COCO images separately contain 20, 40, and 60 non-VOC classes. ‘\(\uparrow\)’ means a higher score threshold (i.e., 0.1) for testing.

Table 2. Performance (%) analysis of class-incremental object detection. ‘iOD + Ours’ indicates that our method is plugged into iOD [25]. Here, ‘50’ and ‘75’ separately represent that the mAP metric is calculated when the IOU threshold is set to 0.5 and 0.75.

Table 1. 10 + 10 setting

<table>
<thead>
<tr>
<th>Method</th>
<th>VOC</th>
<th>VOC-COCO-20</th>
<th>VOC-COCO-40</th>
<th>VOC-COCO-60</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(mAP_{c})</td>
<td>(WI)</td>
<td>AOE_{o}</td>
<td>(mAP_{t+})</td>
</tr>
<tr>
<td>FR-CNN [38]</td>
<td>80.10</td>
<td>18.39</td>
<td>15118</td>
<td>58.45</td>
</tr>
<tr>
<td>FR-CNN(\uparrow) [38]</td>
<td>80.01</td>
<td>18.39</td>
<td>11941</td>
<td>57.91</td>
</tr>
<tr>
<td>PROSER [58]</td>
<td>79.68</td>
<td>19.16</td>
<td>13035</td>
<td>57.66</td>
</tr>
<tr>
<td>ORE [22]</td>
<td>79.80</td>
<td>18.18</td>
<td>12811</td>
<td>58.25</td>
</tr>
<tr>
<td>DS [35]</td>
<td>80.04</td>
<td>16.98</td>
<td>12868</td>
<td>58.35</td>
</tr>
<tr>
<td>OpenDet + Ours</td>
<td>80.26</td>
<td>12.73</td>
<td>10727</td>
<td>60.21</td>
</tr>
</tbody>
</table>

**6.2. OOD-OD Performance Analysis**

In Table 1, we show the performance of unsupervised OOD-OD. Although different methods own similar performance for ID objects, the detection performance for OOD objects differs significantly. This shows that existing detectors are easily affected by OOD objects. Besides, we can see that our method achieves the best performance. Particularly, based on BDD-100k [57], compared with VOS [6], our method separately reduces FPR95 by 13.56% and 12.87%, which demonstrates the effectiveness of our method. Meanwhile, directly adding noise into the extracted features degrades the performance. The reason may be that this operation destroys the semantic structure, which results in the synthesized OOD features being far away from the classification boundary of ID and OOD objects. This further indicates replacing adding noise with Gaussian Blur is effective for synthesizing OOD features, which alleviates the impact of lacking OOD data for training and improves the ability of discriminating OOD objects from ID objects.

Fig. 4 shows several OOD detection examples.
Figure 5. Visualization of the Enhanced map $E$ (i.e., $E = \Psi([F_0, F_0 - F_T])$) and Virtual OOD map $F_T$ (Eq. (3)) based on the OOD data (MS-COCO). For each feature map, the channels corresponding to the maximum value are selected for visualization.

Table 4. Ablation analysis of DFDD for unsupervised OOD-OD. ‘Blur’ indicates we only perform the forward blur process and do not calculate $L_{DFDD}$. ‘Enhance’ represents $E = \Psi([F_0, F_0 - F_T])$. ‘Deblur’ denotes we utilize the deblurred maps to compute the KL-divergence loss (Eq. (7)).

<table>
<thead>
<tr>
<th>Blur</th>
<th>Enhance</th>
<th>Deblur</th>
<th>FPR95</th>
<th>AUROC</th>
<th>mAP</th>
</tr>
</thead>
<tbody>
<tr>
<td>✓</td>
<td>✓</td>
<td></td>
<td>40.04%</td>
<td>89.06%</td>
<td>30.8%</td>
</tr>
<tr>
<td>✓</td>
<td></td>
<td>✓</td>
<td>36.76%</td>
<td>90.12%</td>
<td>31.1%</td>
</tr>
<tr>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>36.65%</td>
<td>90.02%</td>
<td>31.2%</td>
</tr>
</tbody>
</table>

Table 5. Analysis of the iteration number $T$ in the reverse stage.

<table>
<thead>
<tr>
<th>Iteration Number $T$</th>
<th>FPR95</th>
<th>AUROC</th>
<th>mAP</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>38.45%</td>
<td>88.76%</td>
<td>30.8%</td>
</tr>
<tr>
<td>3</td>
<td>36.94%</td>
<td>89.12%</td>
<td>31.1%</td>
</tr>
<tr>
<td>5</td>
<td>30.71%</td>
<td>90.74%</td>
<td>31.4%</td>
</tr>
</tbody>
</table>

Table 6. Analysis of the variance $\sigma_T$ in Gaussian Blur.

<table>
<thead>
<tr>
<th>Variance $\sigma_T$</th>
<th>FPR95</th>
<th>AUROC</th>
<th>mAP</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.4</td>
<td>36.65%</td>
<td>89.67%</td>
<td>31.3%</td>
</tr>
<tr>
<td>0.6</td>
<td>34.02%</td>
<td>90.48%</td>
<td>31.2%</td>
</tr>
<tr>
<td>0.8</td>
<td>30.71%</td>
<td>90.74%</td>
<td>31.4%</td>
</tr>
<tr>
<td>1.0</td>
<td>32.43%</td>
<td>90.56%</td>
<td>31.4%</td>
</tr>
</tbody>
</table>

6.3. Performance Analysis of IOD and OSOD

To further demonstrate the effectiveness of our method, we verify our method on two different tasks, i.e., IOD [25] and OSOD [13]. We directly plug our method into the two state-of-the-art methods [25, 13]. Meanwhile, we do not utilize the uncertainty loss. The training and testing processes are the same as the two baselines [25, 13]. Table 2 shows the IOD performance. We can see that when the IOU threshold is separately set to 0.5 and 0.75, plugging our method improves the performance of the baseline method [25] effectively. For example, for the “19 + 1” setting, when the IOU threshold is set to 0.75, our method outperforms iOD [25] by 3.5%. Besides, in Table 3, we show the performance of OSOD. Compared with unsupervised OOD-OD, during testing, OSOD usually requires to indicate the number of unknown categories [13]. Plugging our method significantly improves the baseline’s performance based on all the metrics. These results all demonstrate that the proposed diffusion method could synthesize expected virtual features, which is beneficial for enhancing the discrimination ability of the object detector.

6.4. Ablation and Visualization Analysis

In this section, we utilize BDD-100k as the ID data for training and MS-COCO as the OOD data to perform an ablation analysis of our method.

Analysis of DFDD. Our method mainly includes the forward blurring process and the reverse deblurring process. In Table 4, we make an ablation experiment of our method. We can see that only performing the blur operation on the extracted features could improve the ability of detecting OOD objects. This shows that blurring current features is indeed beneficial for promoting virtual OOD features to be close to the classification boundary of ID and OOD objects. Next, we observe that using $F_T$ to make feature enhancement and leveraging the deblurring process to perform feature augmentation all improve the detection performance. This fur-
ther demonstrates that our method could indeed synthesize expected virtual features, which enhances the discrimination of the object detector.

The size of Gaussian kernel. In general, the size of a Gaussian kernel can be set up to \( [(6\sigma + 1) \times (6\sigma + 1)] \). Thus, based on our \( \sigma \) setting, when the kernel size is set larger than \( 5 \times 5 \), the performance is minimally affected.

The iteration number \( T \) in the reverse stage. To promote the recovered features to contain rich object-related information, we employ the same model to perform the deblurring operation continually (as shown in Algorithm 1). Here, we make an ablation analysis of the iteration number. We do not change our method and training details. Table 5 shows the results. Since the output of the forward process is very blurry, it is difficult to use a small number of iterations to recover the deblurred results, which could not strengthen the discrimination. This indicates that using more iterations is beneficial for obtaining the augmented features containing plentiful object-related information, which improves the detection performance of the model.

Analysis of the variance \( \sigma_T \). To reduce the impact of lacking OOD data, the forward process gradually performs Gaussian Blur to obtain expected virtual OOD maps. Here, we make an analysis of the variance \( \sigma_T \) (Eq. (3)). In Table 6, we can see that setting a small value for \( \sigma_T \) weakens the blur strength of the synthesized features, which could not be used to well enhance the discrimination ability. Instead, setting a large value is prone to promote the synthesized features to be far away from the classification boundary of ID and OOD objects. For our method, when \( \sigma_T \) is set to 0.8, the performance is the best.

Analysis of hyper-parameters. For our method, we utilize the hyper-parameter \( \beta \) for the KL-divergence loss (Eq. (7)), the hyper-parameter \( \lambda \) for the loss \( L_{DFDD} \) (Eq. (9)), and the hyper-parameter \( \tau \) for the loss \( L_{uncertainty} \) (Eq. (9)). Since the uncertainty loss \( L_{uncertainty} \) is directly related to the current task, the value of \( \tau \) should be set larger than \( \beta \) and \( \lambda \). Meanwhile, if \( \beta \) and \( \lambda \) are set to a small value, the role of the two corresponding losses will be weakened in optimization. Here, we make an ablation analysis of these hyper-parameters. And we only change these hyper-parameters and keep other modules unchanged.

(1) The hyper-parameter \( \beta \) in Eq. (7) is to balance the detection loss and the loss that aims to minimize the KL-divergence between the prediction probabilities from \( P_{in} \) and \( P_{\delta} \). In the experiments, we observe that when \( \beta \) is set to 0.01, 0.001, and 0.0001, the performance of FPR95 is 32.92\%, 30.71\%, and 31.86\%.

(2) The goal of the hyper-parameter \( \lambda \) in Eq. (9) is to weigh the importance of the module of DFDD. In the experiments, we find that when \( \lambda \) is set to 0.01, 0.001, and 0.0001, the corresponding FPR95 performance is 33.15\%, 30.71\%, and 32.28\%.

(3) The hyper-parameter \( \tau \) in Eq. (9) is to constrain the uncertainty loss \( L_{uncertainty} \). In the experiments, we observe that when \( \tau \) is set to 0.5, 0.1, and 0.01, the FPR95 performance is 33.95\%, 30.71\%, and 32.53\%.

Visualization analysis. Since there is no OOD-related information available, we explore making the synthesized virtual OOD map to be different from the original feature map while retaining certain input-related information. In Fig. 5, we can see that the enhanced map \( E \) contains plentiful object-related information and less object-irrelevant information. Moreover, after the blurring operation, the synthesized virtual OOD map \( F_T \) still involves input-related information. Meanwhile, it is hard to discriminate the corresponding categories. This indicates that our method could synthesize expected virtual OOD features, which improves the performance of detecting OOD objects.

Fig. 6 further shows some ID examples. Compared with \( F_0 \), \( E \) contains much stronger object-related information. After Gaussian Blur operations, the object-related information in \( F_T \) is blurred, facilitating \( F_0 - F_T \) to weaken the object-irrelevant information. By concatenation operation and optimization, \( E \) is promoted to reduce attention to the object-irrelevant information.

7. Conclusion

In this paper, we convert the challenges of unsupervised OOD-OD to the diffusion problem for feature synthesis and propose a new method, i.e., Deep Feature Deblurring Diffusion. Specifically, the forward process is to gradually perform Gaussian Blur to synthesize expected OOD maps utilized to enhance the ability of detecting OOD objects. The reverse process is to recover the deblurred features continually, which improves the discrimination of the object classifier. Extensive experimental results on three different tasks demonstrate the effectiveness of our method.
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