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Abstract

The reference-based object segmentation tasks, namely
referring image segmentation (RIS), referring video ob-
ject segmentation (RVOS), and video object segmentation
(VOS), aim to segment a specific object by utilizing either
language or annotated masks as references. Despite sig-
nificant progress in each respective field, current methods
are task-specifically designed and developed in different di-
rections, which hinders the activation of multi-task capa-
bilities for these tasks. In this work, we end the current
fragmented situation and propose UniRef to unify the three
reference-based object segmentation tasks with a single ar-
chitecture. At the heart of our approach is the multiway-
fusion for handling different task with respect to their spec-
ified references. And a unified Transformer architecture is
then adopted for performing instance-level segmentation.
With the unified designs, UniRef can be jointly trained on
a broad range of benchmarks and can flexibly perform mul-
tiple tasks at runtime by specifying the corresponding ref-
erences. We evaluate the jointly trained network on various
benchmarks. Extensive experimental results indicate that
our proposed UniRef achieves state-of-the-art performance
on RIS and RVOS, and performs competitively on VOS with
a single network.

1. Introduction
The reference-guided object segmentation aims at seg-

menting the specified object with the given references
(e.g., language or first-frame mask annotation). The
three representative tasks include referring image seg-
mentation (RIS) [94], referring video object segmentation
(RVOS) [34] and semi-supervised video object segmen-
tation (VOS) [61]. They are the fundamental tasks for
vision understanding and have wide applications in im-
age/video editing, video surveillance, etc. Over time, many
advanced methods have ballooned in their respective fields
and rapidly improves the state-of-the-art performance.

Despite witnessing the significant progress, these tasks
are separately tackled with specialized designed models.
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Figure 1: A single, jointly trained UniRef can perform
three different reference-based tasks by specifying the cor-
responding references. ‘L’ and ‘M’ represent language and
mask reference, respectively.

In that regard, the individual methods need extra training
time and produce different sets of model weights on each
task. This would cause expensive computational cost and
yield redundant parameters. More importantly, the inde-
pendent designs prevent the synergy and facilitation of dif-
ferent tasks. We argue that the current fragmented situa-
tion is unnecessary as the three tasks have essentially the
same definition in a high-level aspect: they all use the refer-
ences (language or first-frame annotated mask) as guidance
to perform the per-pixel segmentation of the target object.
This motivates us to build a unified model within the same
parameters which can perform different tasks at runtime by
specifying the corresponding references.

Towards the unification of reference-based object seg-
mentation tasks, it poses great challenges in connecting
the isolated landscapes as a whole: (i) The mainstream
methods in different fields vary greatly. RIS and RVOS
methods [91, 29, 86, 66] mostly focus on the deep cross-
modal fusion of vision and language information. While
the space-time memory network for pixel-level matching
has long dominated the VOS domain [59, 16, 88, 15]. (ii)
Previous RVOS and VOS tasks are solved in two dif-
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ferent paradigms. The previous state-of-the-art RVOS
methods [6, 78] take the whole video as input and gener-
ate the prediction results for all frames in one single step,
which termed as offline methods. In contrast, VOS meth-
ods [59, 16] operate in an online fashion where they readout
the historical features to propagate the target masks frame
by frame. (iii) The image-level RIS methods cannot be
simply extended to the video domain for RVOS. RIS only
requires to segment the referred target in a single image.
For the video tasks, however, the objects may encounter oc-
clusion, fast motion or disapperance-reappearance in many
complex scenes, which requires the networks to leverage the
spatio-temporal information to track the objects throughout
the whole video. Hence, simply adopting the image-level
methods for each frame independently cannot ensure the
temporal consistency for target object in videos.

In this work, we conquer the challenges above and pro-
pose a unified model, UniRef, for the reference-based ob-
ject segmentation tasks. The key idea behind our approach
is to formulate all three tasks as instance-level segmenta-
tion problems, and the information of references can be in-
jected into the network through an attention-based fusion
process regardless of their modalities. As illustrated in Fig-
ure 1, for different tasks, UniRef receives the current frame
and utilizes the corresponding references to perform the fu-
sion process, termed as multiway-fusion. Specifically, the
language description and annotated mask in the first frame
are leveraged as references for RIS and VOS tasks, respec-
tively. And we emphasize that, for RVOS, both the language
and mask references are used. This design not only tackles
RVOS in an online fashion, but also can utilize the histori-
cal information for mask propagation to ensure the tempo-
ral consistency for target object, and thus establishing a new
paradigm for RVOS. Practically, we introduce a UniFusion
module to fuse the visual features and the specified refer-
ences. Afterwards, the visual features of current frame are
fed into a unified Transformer architecture, where queries
are employed for instance-level segmentation of the target
object. Thanks to the unified architecture, our model can
be jointly trained on the broad range of benchmarks to learn
the general knowledge, and can flexibly perform multi-tasks
at runtime by specifying the corresponding references.

To summarize, our contributions are as follows:
• We propose UniRef, a unified model to perform three

reference-based object segmentation tasks (RIS, RVOS,
VOS) with the same model weights.

• We introduce a UniFusion module to inject the reference
information into the network regardless of their modali-
ties. And we establish a new online paradigm for RVOS
by leveraging both language and mask as references.

• Extensive experiments demonstrate that our models
achieve state-of-the-art performance for RIS and RVOS,
and perform competitively for VOS.

2. Related Work
2.1. Unified Model

Towards achieving general artificial intelligence, the vi-
sion community has clearly witnessed the trend of build-
ing unified models recently. One line of works [1, 95, 92,
76, 9, 10, 101, 36, 74, 53] is to design the general in-
terface for vision or vision-language (VL) tasks. For ex-
ample, Unified-IO [53] unifies broad range of image-level
tasks (e.g., image classification [17], image caption [11] and
VQA [2]) in a sequence-to-sequence generation paradigm.
Another line of works [13, 33, 39, 97, 84, 102, 31, 5, 3, 85]
is to build the unified architecture for the closely related
tasks. GLIP [39] formulates both the object detection and
phrase grounding tasks as the word-region alignment prob-
lem. OneFormer [31] rules the universal image segmenta-
tion tasks with a single Transformer network. Unicorn [84]
proposes the designs of target priors to tackle four tracking
tasks. However, these methods with unified architecture ei-
ther focus on the image domain or only consider the visual-
only tasks. We aim to bridge the gap by building the unified
model for the reference-based object segmentation tasks.

2.2. Task-specific Object Segmentation

Referring Image Segmentation. The objective of RIS [27]
is to generate a pixel-level mask for the target object de-
scribed by a language description in an image. Prior re-
search has primarily focused on the multi-modal feature
interaction techniques, either employing attention mecha-
nism in CNNs [93, 8, 91, 29, 28, 32, 86] or using multi-
modal Transformers [18, 35, 77]. As RIS is closely related
to referring expression comprehension (REC), which aims
to predict the bounding box of the referred object, some
works [54, 41, 99] also explore the unified frameworks that
can accomplish these two tasks simultaneously.

Referring Video Object Segmentation. RVOS can be
considered as an extension of RIS in the video domain.
Some previous methods process the video frames indepen-
dently [91, 98, 20, 38] or simply adopt 3D CNNs [73,
57, 72] to extract the spatio-temporal features for a video
clip. Recently, state-of-the-art methods [6, 78] are based
on query-based Transformers and process the videos in an
offline fashion. They receive the whole video as input and
employ the queries to segment and track the target object
simultaneously. However, such methods are not suitable for
long videos or ongoing videos. In contrast to these works,
our UniRef belongs to the online method and can utilize the
historical information for mask propagation, which can en-
sure the temporal consistecy of target object and improve
segmentation accuracy.

Video Object Segmentation. Given a video with the tar-
get mask annotations in the first frame, the VOS algorithms
need to propagate the masks to the entire video. The pre-
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Figure 2: Illustration of (a) the overall framework of UniRef. For sake of clarity, we omit the visualization of prediction heads
which are on top of Transformer decoder. The core network (in blue) is shared for all tasks. (b) The details of UniFusion
module. The reference features come from the language or mask references.

vious approaches could be broadly categorized into two
groups: (i) Template-based methods. These works [70,
75, 71, 65, 12] regard the annotated frame as template and
investigate how to fuse the template information into the
current frame. (ii) Memory-based methods. The pioneer-
ing work STM [59] leverages a memory network to embed
past-frame predictions and learns the space-time pixel-level
correspondence on the memory to propagate the mask in-
formation. This type of works has achieved significant im-
provement and dominated the VOS community. The subse-
quent works mainly focus on improving memorized embed-
dings [87, 89, 40, 43, 83, 56], designing novel memory net-
works [81, 15] or proposing reliable memory readout strate-
gies [67, 16, 88, 90]. These previous works view the VOS
task as the pixel-level binary classification problem, lacking
the understanding of object. In contrast to theirs, we tackle
the VOS as the instance segmentation problem.

3. Method
3.1. Overview

We present UniRef, a simple and unified architecture that
can segment arbitrary objects with the given references in
images/videos. Conceptually, it allows us to train a single
network jointly on all related benchmarks and simultane-
ously solves the aforementioned tasks (RIS, RVOS, VOS).

The overall architecture of UniRef is illustrated in Fig. 2.
Our framework consists of a visual encoder, two refer-
ence encoders (for text and mask, respectively), a proposed
UniFusion module and a transformer-based object detector.
Given an image I ∈ RH×W×3 and the corresponding ref-
erences, we first use the visual encoder EncV to extract the
multi-scale features F = {Fℓ}4ℓ=1 of current image, where
ℓ denotes the level index of the hierarchical visual features,
with the spatial strides from 4 to 32. Then the reference
encoders are applied to encode the reference information,
followed by the UniFusion module to inject the information

into the visual features. Finally, the network can produce a
binary mask for the target object m ∈ RH×W via a unified
Transformer-based architecture.

In the following subsections, we are going to details of
UniRef by introducing the reference encoding (Sec. 3.2),
the multi-scale UniFusioin module (Sec. 3.3), a unified
encoder-decoder architecture (Sec. 3.4) and the training/in-
ference process of UniRef (Sec. 3.5).

3.2. Reference Encoding

In this part, we introduce how to encode the reference in-
formation for the three reference-based tasks. Before that,
we would like to clarify that the only task-specific design
of UniRef is to use different reference encoders (text en-
coder EncT and mask encoder EncM ) for processing dif-
ferent modalities.

Video Object Segmentation. For VOS task, the target ob-
ject mask annotation in the first frame is provided as the
reference. And the network needs to propagate the mask
throughout the video. Inspired by the spirit of STCN [16]
that computing the similarity of two frames for once, we
use the same visual encoder EncV to extract the hierarchi-
cal visual features F f

V =
{
F f
V,ℓ

}
of reference frame Iref.

Then, a lightweight mask encoder (e.g., ResNet18 [25]) re-
ceives the reference frame Iref, object mask annotation mo

and the encoded frame features F f
V to generate the multi-

scale mask features Fm
V =

{
Fm
V,ℓ

}
for the target object in

reference frame. Here, ℓ = 2, 3, 4 for F f
V,ℓ and Fm

V,ℓ.

Ff
V = EncV (Iref) (1)

Fm
V = EncM (Iref,mo,Ff

V ) (2)

Referring Image Segmentation. The reference for RIS
task is the language description T . To encode such lin-
guistic information, we apply an off-the-shelf text encoder
RoBERTa [49] to extract the language features FT ∈

2540



RL×C , where L is the sentence length and C is the chan-
nel dimension.

FT = EncT (T ) (3)

Referring Video Object Segmentation. RVOS requires the
model to not only understand the language description, but
also track the referred object in the whole video. To this
end, we encode both linguistic and visual information for
this task. Similarly, we use Eq. 3 to extract language feature
and apply Eq. 1 and Eq. 2 for mask features encoding. It
should be noted that the mask annotation is available during
training. And we use the predicted mask in the previous
frame as the visual reference during inference.

3.3. Multi-scale UniFusion Module

After the reference encoding, a natural question is raised:
How to inject the reference information into the network?
In this subsection, we introduce our proposed multi-scale
UniFusion module for the reference information injection.

We fuse the visual features F and the reference features
in a hierarchical manner. For simplicity, we take the ℓ-th
(ℓ = 2, 3, 4) visual level for illustration. The UniFusion
module receives three inputs: the ℓ-th level visual feature
Fℓ of current image/frame, the key embedding and value
embedding of the reference features. These inputs are first
linearly projected and further reformulated as three vectors,
namely Qℓ, Kℓ and Vℓ. We first perform the attention op-
eration between these vectors. Then, the output features are
injected into the original visual features via element-wise
multiplication. The process of UniFusion is represented as:

Oℓ = Attention(Qℓ,Kℓ,Vℓ) = Softmax(
QℓK

⊤
ℓ√

C
)Vℓ (4)

F ′
ℓ = MLP

(
LN(Oℓ)

)
⊙ Fℓ (5)

where Oℓ is the intermediate results after the attention op-
eration. F ′

ℓ is the final output of UniFusion. ⊙ means
element-wise multiplication. Notably, the UniFusion mod-
ule shares the same parameters in all visual scales. Thanks
to the unifying fusion format, the reference information in
different tasks can be injected into the visual features using
the same UniFusion module.

F ′
ℓ =


UF(Fℓ,F

f
V,ℓ,F

m
V,ℓ), VOS

UF(Fℓ,FT ,FT ), RIS

UF(Fℓ,F
f
V,ℓ,F

m
V,ℓ)⊙ UF(Fℓ,FT ,FT ), RVOS

(6)
where UF is the abbreviation of UniFusion module. We
emphasize here, for RVOS task, both the language features
and reference frame visual features are fused with the visual
feature of current frame. In this fashion, the network can not
only find the referred object by language, but also propagate
the target mask across frames for tracking. This also unifies
the paradigms of VOS and RVOS to the online pattern.

3.4. Unified Architecture

The fused multi-scale visual features F ′ = {F ′
ℓ}

4
ℓ=2

have discriminative representations in highlighting the
specific target by reference. We next adopt a unified
Transform-based architecture to predict the target mask.

Transformer. We use the two-stage version Deformable-
DETR [100] as our object detector. It receives the fused
hierarchical visual features F ′ as input and perform multi-
scale deformable self-attention in the encoder. In the de-
coder, N object queries are iteratively refined over stacked
decoder layers and converted into the query representations
Qobj ∈ RN×C finally. Three predictions heads (class head,
box head and mask head) are further built on top of the
decoder to predict the object scores S ∈ RN×1, boxes
B ∈ RN×4 and mask dynamic convolution [69, 14, 13]
kernel parameters G = {gi}Ni=1, respectively.

Mask Decoder. We take the output features (from strides 8
to 32) of Transformer encoder and hierarchically fuse them
in a FPN-like [44, 79] manner. The feature map with 4×
strides of backbone, namely F1, is also added in this pro-
cess. This is helpful for preserving the reference-agnostic
and fine-grained information of images. Consequently, we
obtain the high-resolution mask features Fseg ∈ RH

4 ×W
4 ×C .

Finally, the masks of target object are generated by perform-
ing dynamic convolution between Fseg and G:
mi = Upsample

(
DynamicConv(Fseg, gi)

)
, i = 1, ..., N

(7)
During inference, we choose the mask with the highest

score as the final result m for the target object. Notably,
we empirically find that using more object queries leads to
higher performance, despite that one object query is suffi-
cient for the reference-based tasks.

3.5. Training and Inference

We jointly train UniRef on all related benchmarks of
reference-based object segmentation tasks, i.e., RIS, RVOS
and VOS. The model with the same weights can perform
different tasks at runtime by specifying the references.

Training. The network predicts N predictions of object
scores, box coordinates and segmentation masks, where the
object score indicates whether the object is visible in cur-
rent frame. During training, we apply the set prediction
loss [7, 100, 68] on these predictions. There is only one
ground-truth for the reference-based object segmentation
tasks. We assign multiple predictions to the ground-truth by
selecting the top-k predictions with the least cost according
to an optimal transport method [23, 24, 80]. The matching
cost is formulated as:

C = λcls · Ccls + λL1 · CL1 + λgiou · Cgiou (8)

where Ccls is the focal loss [45]. The box losses include the
widely-used ℓ1 loss and generalized IoU (GIoU) loss [64].
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Table 1: Comparison with the state-of-the-art methods on three referring image segmentation (RIS) benchmarks. RN101
denotes ResNet-101 [25], WRN101 refers to Wide ResNet-101 [96], and DN53 denotes Darknet-53 [63].

Method
Visual Text RefCOCO RefCOCO+ RefCOCOg
Backbone Encoder val test A test B val test A test B val-u test-u

oI
oU

CMSA [91] RN101 LSTM 58.32 60.61 55.09 43.76 47.60 37.89 - -
STEP [8] RN101 Bi-LSTM 60.04 63.46 57.97 48.19 52.33 40.41 - -
BRINet [28] RN101 LSTM 60.98 62.99 59.21 48.17 52.32 42.11 - -
CMPC [29] RN101 LSTM 61.36 64.53 59.64 49.56 53.44 43.23 - -
LSCM [30] RN101 LSTM 61.47 64.99 59.55 49.34 53.12 43.50 - -
CMPC+ [48] RN101 LSTM 62.47 65.08 60.82 50.25 54.04 43.47 - -
MCN [54] DN53 Bi-GRU 62.44 64.20 59.71 50.62 54.99 44.69 49.22 49.40
EFN [22] WRN101 Bi-GRU 62.76 65.69 59.67 51.50 55.24 43.01 - -
LTS [32] DN53 Bi-GRU 65.43 67.76 63.08 54.21 58.32 48.02 54.40 54.25
ReSTR [35] ViT-B Transformer 67.22 69.30 64.45 55.78 60.44 48.27 - -
LAVT [86] Swin-B BERT-base 72.73 75.82 68.79 62.14 68.38 55.10 61.24 62.09
UniRef-R50 RN50 RoBERTa-base 75.04 77.28 72.43 63.25 68.12 55.56 66.96 68.77
UniRef-L Swin-L RoBERTa-base 79.79 81.81 77.02 69.26 74.11 63.14 73.04 73.36

m
Io

U

VLT [18] DN53 Bi-GRU 65.65 68.29 62.73 55.50 59.20 49.36 52.99 56.65
CRIS [77] RN101 GPT-2 70.47 73.18 66.10 62.27 68.06 53.68 59.87 60.36
SeqTR [99] DN53 Bi-GRU 71.70 73.31 69.82 63.04 66.73 58.97 64.69 65.74
RefTr [41] RN101 BERT-base 74.34 76.77 70.87 66.75 70.58 59.40 66.63 67.39
LAVT [86] Swin-B BERT-base 74.46 76.89 70.94 65.81 70.97 59.23 63.34 63.62
PolyFormer-L [47] Swin-L BERT-base 76.94 78.49 74.83 72.15 75.71 66.73 71.15 71.17
UniRef-R50 RN50 RoBERTa-base 78.14 80.09 75.94 69.09 73.64 62.62 71.76 73.10
UniRef-L Swin-L RoBERTa-base 81.90 83.03 79.61 73.81 78.30 68.33 76.65 77.09

The top-k predictions with the least cost are assigned as
positive samples and others as negatives. UniRef is opti-
mized by minimizing the following loss function:

L = λcls · Lcls + λL1 · LL1 + λgiou · Lgiou +

λmask · Lmask + λdice · Ldice

(9)

where the class loss and boxes losses are the same as those
in Eq. 8. The mask-related losses contain the mask binary
cross-entropy loss and DICE loss [58].

Inference. For RIS, we directly output the predicted mask
of the query that has the highest score. For RVOS and
VOS, our method infers the video in a frame-by-frame on-
line fashion without the complex post-processing. Specif-
ically, for the current frame, the network uses the corre-
sponding references to produce the mask of target object.
The mask would be output if its object score is higher than
a pre-determined threshold σ. Otherwise the output mask
values are all set to zeros. To handle the videos that con-
tain multiple objects, we adopt the soft-aggregation method
commonly used in prior works [59, 16].

4. Experiments
In this section, we conduct comprehensive experiments

on all reference-based tasks (RIS, RVOS and VOS) to eval-
uate the effectiveness of our proposed UniRef. The experi-
mental settings will be first introduced in Sec. 4.1. We then

compare UniRef with state-of-the-art methods on the preva-
lent benchmarks in Sec. 4.2. The ablation studies are pre-
sented in Sec. 4.3.

4.1. Experimental Setup

Datasets. We evaluate our UniRef on three tasks to ver-
ify its effectiveness. The specific datasets leveraged in this
work for evaluation are presented in the following. (i) RIS:
RefCOCO [94] consists of 142,209 language descriptions
for 50,000 objects in 19,994 images. RefCOCO+ [94] has
141,564 expressions for 49,856 objects in 19,992 images.
RefCOCOg [55] includes 85,474 referring expressions for
54,822 objects in 26,711 images. And we use the UMD split
for RefCOCOg [55]. (ii) RVOS: Ref-YoutubeVOS [66]
is a large-scale referring video object segmentation dataset
which contains 3,978 videos with around 15k langauge de-
scriptions. Ref-DAVIS17 [34] provides the referring ex-
pressions for each object in DAVIS17 [61]. It contains 90
videos in total. (iii) VOS: Youtube-VOS1 [82] is the pop-
ular benchmark for video object segmentation. There are
474 and 507 videos in the validation set for 2018 and 2019
version, respectively. LVOS [26] is a long-term video ob-
ject segmentation benchmark consisting of 220 videos. The

1Youtube-VOS and Ref-Youtube-VOS are evaluated using the official
server https://youtube-vos.org/.
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videos in LVOS have an average duration of 1.59 minutes,
and the videos in Youtube-VOS last 6 seconds on average.

Implementation Details. We experiment with two preva-
lent backbones as our visual encoder: ResNet50 [25] and
Swin Transformer-Large [50]. The text encoder is selected
as RoBERTa [49] following the previous works [6, 78, 33]
and we set the max length of sentences as 77. The Trans-
former architecture has 6 encoders and 6 decoders with the
channel dimension of 256. The number of object queries is
set as 300 by default. The loss coefficients in Eq. 9 are set
as λcls = 2.0, λcls = 2.0, λL1 = 5.0, λmask = 2.0 and
λdice = 5.0, respectively.

The entire training process includes three sequential
stages, in which pretrained weights from the previous stage
are loaded and used for further training. (i) Visual Genome
(VG) [37] pretraining. Due to the absence of mask annota-
tions in VG dataset, we do not employ mask supervision in
this training stage. (ii) Image-level training. We combine
the training set of RefCOCO/+/g to train the network. (iii)
Video-level training. At this stage, we randomly sample
two frames from a video, where the first frame is consid-
ered as the reference frame. To avoid the knowledge for-
getting for the RIS task, we also generate pseudo videos
for RefCOCO/+/g. The network is jointly trained on all
the related benchmarks, including RefCOCO/+/g [94, 55],
Ref-YoutubeVOS [66], Ref-DAVIS17 [34], COCO [46],
Youtube-VOS19 [82], OVIS [62] and LVOS [26].

In this work, we use Pytorch toolkit [60] to conduct all
experiments on NVIDIA A100 GPUs. Unless otherwise
stated, we use 4 × 8 A100 GPUs for the VG pretraining
and 2 × 8 GPUs for the following image-level and video-
level training. We adopt AdamW [52] as the optimizer and
set the batch size as 2 for each GPU. We refer the readers to
Appendix for more implementation details.

4.2. Quantitative Results

We employed ResNet50 [25] and Swin Transformer-
Large [50] as visual backbones in our experiments, denoted
as UniRef-R50 and UniRef-L, respectively. For each ver-
sion, all results are computed with a single, jointly trained
network which performs various tasks by simply altering
the references during inference.

Referring Image Segmentation. We compare UniRef with
state-of-the-art methods in Table 1. Following the previous
works, we use both overall intersection-over-union (oIoU)
and mean intersection-over-union (mIoU) as the evaluation
metrics. It can be seen that UniRef with ResNet-50 back-
bone surpasses the previous methods on nearly all splits.
When equipped with Swin-Large backbone, UniRef set new
SOTA performance and outperforms the previous best re-
sults by a clear margin. For example, our UniRef-L has
4.96 mIoU performance gain over the recent SOTA method

Table 2: Comparison with the state-of-the-art methods for
referring video object segmentation (RVOS). † and ‡ denote
the model uses the tiny and base version of Video Swin
Transformer [51] as visual encoders, respectively.

Method
Visual J&F J J

Encoder

Ref-Youtube-VOS
CMSA [91]

ResNet-50

36.4 34.8 38.1
URVOS [66] 47.2 45.3 49.2
YOFO [38] 48.6 47.5 49.7
ReferFormer [78] 58.7 57.4 60.1
UniRef-R50 60.6 59.0 62.3
PMINet + CFBI [21]

Ensemble
54.2 53.0 55.5

CITD [42] 61.4 60.0 62.7
MTTR† [6]

Video-Swin
55.3 54.0 56.6

VLT‡ [19] 63.8 61.9 65.6
ReferFormer‡ [78] 64.9 62.8 67.0
ReferFormer [78] Swin-L 64.2 62.3 66.2
UniRef-L 67.4 65.5 69.2

Ref-DAVIS17
CMSA [91]

ResNet-50

40.2 36.9 43.5
URVOS [66] 51.5 47.3 56.0
YOFO [38] 54.4 50.1 58.7
ReferFormer [78] 58.5 55.8 61.3
UniRef-R50 63.5 60.0 67.0
VLT‡ [19]

Video-Swin
61.6 58.9 64.3

ReferFormer‡ [78] 61.1 58.1 64.1
PolyFormer-L [47]

Swin-L
61.5 57.2 65.8

ReferFormer [78] 60.5 57.6 63.4
UniRef-L 66.3 62.9 69.7

PolyFormer-L [47] on the validation split of RefCOCO .

Referring Video Object Segmentation. For the RVOS
task, we use the region jaccard J , boundary accuracy F
and the average score J&F as the evaluation metrics. The
comparison of UniRef and state-of-the-art methods are pre-
sented in Table 2. It indicates that UniRef with the ResNet-
50 visual encoder has significant improvement over all the
previous methods on the two datasets. Especially, on Ref-
DAVIS17, UniRef-R50 achieves notable 5.0 J&F gain
over ReferFormer [78]. When using the Swin-Large as vi-
sual encoder, UniRef significantly outperforms the previous
state-of-the-art ReferFormer [78] by a margin of 3.2 J&F
on Ref-Youtube-VOS. UniRef-L also shows 3.6 J&F im-
provement over the image-level method VLT [18].

Video Object Segmentation. To evaluate the performance
on Youtube-VOS [82], region jaccard J and countour accu-
racy F are computed for ”seen” and ”unseen” classes sepa-
rately, denoted by subscripts s and u. G is the average J&F
for both seen and unseen classes. For LVOS [26], J&F , J
and F are adopted as the evaluation metrics. We provide
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Table 3: Comparison with the state-of-the-art methods on three video object segmentation (VOS) benchmarks.

Method
Youtube-VOS 2018 val Youtube-VOS 2019 val LVOS val

G Js Fs Ju Fu G Js Fs Ju Fu J&F J F

Memory-based Methods
STM [59] 79.4 79.7 84.2 72.8 80.9 - - - - - - - -
AFB-URR [43] 79.6 78.8 83.1 74.1 82.6 - - - - - 34.8 31.3 38.2
CFBI [87] 81.4 81.1 85.8 75.3 83.4 81.0 80.6 85.1 75.2 83.0 50.0 45.0 55.1
RDE [40] - - - - - 81.9 81.1 85.5 76.2 84.8 53.7 48.3 59.2
STCN [16] 83.0 81.9 86.5 77.9 85.7 82.7 81.1 85.4 78.2 85.9 45.8 41.1 50.5
AOT-B [88] 83.5 82.6 87.5 77.7 86.0 83.3 82.4 87.1 77.8 86.0 56.9 51.8 61.9
AOT-L [88] 83.8 82.9 87.9 77.7 86.5 83.7 82.8 87.5 78.0 86.7 59.4 53.6 65.2
XMem [15] 85.7 84.6 89.3 80.2 88.7 85.5 84.3 88.6 80.3 88.6 50.0 45.5 54.4
DeAOT [90] 86.0 84.9 89.9 80.4 88.7 85.9 84.6 89.4 80.8 88.9 - - -

Non-memory Methods
FRTM [65] 72.1 72.3 76.2 65.9 74.1 - - - - - - - -
LWL [4] 81.5 80.4 84.9 76.4 84.4 81.0 79.6 83.8 76.4 84.2 54.1 49.6 58.6
UniRef-R50 81.4 81.6 85.9 75.6 82.4 81.2 80.8 84.9 76.2 83.0 55.7 51.5 60.0
UniRef-L 82.6 83.2 87.5 76.2 83.7 82.7 82.9 86.9 76.8 84.1 60.9 57.2 64.6

Table 4: Ablation experiments of UniRef. We evaluate our model on the RefCOCO, Ref-Youtube-VOS and Youtube-
VOS2018 validation set for the RIS, RVOS and VOS tasks, respectively. Our default settings are marked in gray .

Training
RIS RVOS VOS

(oIoU) (J&F) (G)

Task-specific 73.25 57.8 82.2
Multi-task 73.68 60.1 82.2

Tasks Levels
RIS RVOS VOS

(oIoU) (J&F) (G)

✓ 73.21 60.0 78.4
✓ 73.33 60.3 82.3

✓ ✓ 73.68 60.1 82.2

Query
RIS RVOS VOS

(oIoU) (J&F) (G)

1 70.64 56.7 79.3
100 73.63 60.0 82.1
300 73.68 60.1 82.2

(a) Task-specific Training. (b) Parameter-sharing for UniFusion. (c) Query Number.

a comprehensive comparison of different methods on these
three datasets in Table 3. Our proposed UniRef-L outper-
forms non-memory-based methods, achieving the best re-
sults with 82.6/82.7 G on the Youtube-VOS 2018/2019. Un-
like memory-based methods [59, 16], our approach does not
rely on predicted masks from past frames, making it more
memory-efficient and suitable for handling long videos. As
shown in last three columns of Table 3, UniRef-L reaches
60.9 J&F , which demonstrates the state-of-the-art perfor-
mance in the long-time LVOS dataset.

4.3. Ablation Study

The ablation experiments are evaluated on RefCOCO,
Ref-Youtube-VOS and Youtube-VOS2018 to study UniRef
in detail. Unless otherwise stated, we use the ResNet-50 as
visual backbone and only go through the image-level train-
ing and video-level training for efficiency.

Task-specific Training. In Table 4a, we compare results
of task-specific training and multi-task joint training. Task-
specific models are trained on the corresponding datasets,
while multi-task models are trained jointly on all datasets.
The ablation results indicate that multi-task learning offers

significant benefits for both RIS and RVOS. Specifically,
Ref-Youtube-VOS achieves 60.1 J&F , which is 2.3 points
higher than the task-specific model. This can be attributed
to the fact that the jointly trained model is better at learn-
ing mask propagation through VOS training. For VOS,
the unified model produces the similar results to the task-
specific model. Interestingly, the performance on Youtube-
VOS2018 is higher than that in Table 3 (82.2 v.s. 81.4). This
may be due to that the VG pretraining makes the network
more suitable for RIS/RVOS tasks. In summary, multi-
task joint training improves the performance of task-specific
models and saves a significant number of parameters.

Parameter-sharing for UniFusion Module. Our UniRef
leverages a parameter-sharing UniFusion module to fuse
information from both mask and language references for
multi-scale visual features. In Table 4b, we present ablation
experiments on two weight-sharing variants of the UniFu-
sion module. Firstly, we examine the use of different Uni-
Fusion modules for different visual levels. As shown in the
first row of the table, we observe a consistent performance
drop when compared with our original version. In particu-
lar, the G metric on Youtube-VOS2018 drops significantly
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Figure 3: Comparison of the use of mask references for RVOS. The red masks highlight the predicted objects. The
percentages indicate the relative temporal position of each frame in the video. ‘L’ and ‘M’ represent language and mask
references, respectively.

from 82.2 to 78.4. This suggests that a single UniFusion
module is more effective in learning frame similarities for
multi-scale visual features. Secondly, we explore the use of
task-specific UniFusion modules to handle different refer-
ences (mask or language). By comparing the last two rows,
we can observe that they obtain the similar results.

Query Number. Reference-based tasks have one specific
target for each reference, making it possible to complete the
tasks with just one query. In Table 4c, we present an ab-
lation study on the number of queries to investigate its im-
pact on performance. As observed, increasing the number
of queries leads to higher performance. This is reasonable
as the model can have more candidates to find the target ob-
ject, which is particularly helpful in complex scenes where
many similar objects co-exist.

Does Mask Reference Help RVOS? For the RVOS task,
UniRef processes the videos in an online-fashion. Specifi-
cally, we not only use the language reference as guidance,
but also leverage the predicted masks in the previous frames
for mask propagation. To study the effectiveness of the
mask reference, we use our final version models and pro-
vide the ablation results in Table 5. As illustrated in the ta-
ble, when additionally using the mask references, the model
gets 0.9 and 1.1 J&F improvement for UniRef-R50 and
UniRef-L, respectively. This evidently proves that the mask
propagation helps the model to achieve temporal consis-
tency for the target object.

Table 5: Ablation on the references used for RVOS. In
the table, ‘Lang’ means language. Results are evaluated on
Ref-Youtube-VOS validation set.

Reference
ResNet-50 Swin-L

J&F J F J&F J F

Lang 59.7 58.5 60.8 66.3 64.5 68.1
Lang + Mask 60.6 59.0 62.3 67.4 65.5 69.2

4.4. Qualitative Results
In order to demonstrate the effectiveness of employing

mask references in RVOS, we present the qualitative results
in Figure 3. As depicted in the first example, utilizing lan-
guage references alone struggles in identifying the referred
object in a complex scene with multiple similar objects. By
integrating mask references, the network can leverage mask
propagation to accurately track the target object. This figure
illustrates the efficacy of incorporating mask references in
RVOS for improving temporal consistency of target object.

5. Conclusion
We present UniRef, a unified model for three reference-

based object segmentation tasks (RIS, RVOS and VOS).
By introducing a UniFusion module to incorporate different
types of references, our model can flexibly perform multi-
tasks at runtime by specifying the corresponding references
and achieves superior performance with a single network.
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