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Abstract

Exploring good generalization ability is essential in deep
metric learning (DML). Most existing DML methods focus
on improving the model robustness against category shift to
keep the performance on unseen categories. However, in
addition to category shift, domain shift also widely exists
in real-world scenarios. Therefore, learning better gener-
alization ability for the DML model is still a challenging
yet realistic problem. In this paper, we propose a new self-
expanded equalization (SEE) method to effectively general-
ize the DML model to both unseen categories and domains.
Specifically, we take a ‘min-max’ strategy combined with
a proxy-based loss to adaptively augment diverse out-of-
distribution samples that vastly expand the span of original
training data. To take full advantage of the implicit cross-
domain relations between source and augmented samples,
we introduce a domain-aware equalization module to in-
duce the domain-invariant distance metric by regularizing
the feature distribution in the metric space. Extensive exper-
iments on two benchmarks and a large-scale multi-domain
dataset demonstrate the superiority of our SEE over the ex-
isting DML methods.

1. Introduction
Learning an effective metric to measure the visual simi-

larities among examples is a fundamental problem in many
computer vision tasks, such as image retrieval [15, 24],
face recognition [10, 32] and person re-identification [54,
55, 22]. Metric learning aims to automatically learn a
task-specific distance metric under which samples from the
same class are encouraged to be closer than those from
different classes. Taking advantage of deep learning tech-
nique [8, 14], deep metric learning (DML) methods employ
deep neural networks (DNNs) [8, 52, 51] to extract more
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Figure 1. Comparisons of the single-domain generalized DML
task with the conventional DML and single-domain generaliza-
tion. The better generalization ability of the learned DML model
is needed to adapt both unseen categories and domains.

representative feature embeddings and demonstrate supe-
rior performance.

In standard DML settings[23, 25, 33], we hope the
trained metric model can better generalize to unseen classes
in the testing phase, which aligns more with the scenar-
ios in practical applications. To this end, many methods,
such as XBM [41], DRML [59], and DCML [2], have been
proposed to alleviate the impact of such category shift and
learn discriminative metric that generalizes well to unseen
classes. However, in many real-world applications, there
exists not only category shift but also domain shift between
the training data and testing data as shown in Figure 1. For
example, the retrieval gallery in image retrieval includes im-
ages with different styles, but we can only use real images
for training, as usual. Therefore, these DML methods suffer
from poor generalization due to the impact of domain shift.
Simultaneously ensuring better generalization ability to un-
seen categories and unseen domains for the metric model is
a more challenging problem.

To further explore improving the generalization ability of
DML, we propose a practical yet challenging task, namely
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Figure 2. The simple illustration of our self-expanded equalization. We adopt the adaptive domain expansion module to augment out-of-
distribution samples while utilizing the domain-aware equalization module to learn a more robust domain-invariant distance metric against
domain shift.

single-domain generalized DML. As shown in Figure 1,
giving a training dataset with seen categories and domains,
we aim to train a metric model and generalize it to differ-
ent unseen categories and domains. Different from domain
generalization methods [45, 18, 53], we cannot obtain and
use extra domain-related annotations, which are usually not
accessible in practical applications. Therefore, domain gen-
eralization methods cannot be directly adopted in our task.

Learning adversarial augmentations is a general idea to
improve the model’s generalization ability, and some re-
lated methods [30, 42, 58] have been proposed for single-
domain generalization. However, the generated samples
should instead be considered adversarial perturbations that
cannot effectively mimic the domain shift with diversity.
Moreover, simply treating adversarial augmentations as the
same training samples as the original training data will
harm learning discriminative distance metric since the dis-
carded domain-specific variations may be helpful to extract
domain-invariant representations.

In this paper, we propose a self-expanded equalization
(SEE) method for single-domain generalized DML, which
consists of two main modules, i.e., adaptive domain expan-
sion (ADE) and domain-aware equalization (DAE). In the
ADE module, we employ a ‘min-max’ strategy to modify
the source data and adaptively conduct diverse domain ex-
pansion. We hope the generated augmentations keep consis-
tency with the source data at pixel level while having a large
margin with the proxy of this class learned by our proxy-
based metric loss shown in Figure 2. To further improve the
generalization ability, we utilize the DAE module to exca-
vate the implicit semantic relations across different domain
shifts and induce the domain-invariant distance metric that
is more discriminative for unseen domains. Meanwhile, the
generated augmentations will be regarded as hard samples
to learn the discriminative metric for unseen classes. Dur-
ing training, the data distribution expansion and the model
optimization are conducted alternatively in each iteration.
The contributions are summarized as follows:

• We discuss and propose a more realistic yet challeng-
ing task, i.e., single-domain generalized DML, which
aims to generalize the metric model to unseen cate-
gories and domains.

• To handle this difficult task, we provide a new self-
expanded equalization method to adaptively expand
domain distribution with diversity and learn the con-
sistent distance metric across different domain shifts.

• We perform experiments on multiple datasets and
compare our method with state-of-the-art DML meth-
ods. Our SEE substantially outperforms all baselines
across all benchmarks.

2. Related Work
Deep Metric Learning. In recent years, with the rapid

development of deep learning, DML has been well-studied
and widely used in many computer vision tasks [1, 32, 48,
46, 57, 50]. Most DML methods can be divided into two
main categories: loss-based methods[6, 24, 40, 34, 11, 29,
33, 49] and hard mining methods [3, 4, 7, 44, 56, 47]. Loss-
based methods impose a discriminative constraint on the
image embeddings according to the label-driven similar-
ity. For example, the contrastive loss [6] enforces the dis-
tance between positive pairs less than a threshold and be-
tween negative pairs greater than a threshold. The triplet
loss [43, 32] uses a triplet including an anchor, a positive
sample, and a negative sample, and enforces the anchor-
negative distances to be larger than the anchor-positive
distances by a fixed margin. Instead of directly mea-
suring the similarity between sample pairs, proxy-based
losses [11, 19, 29, 39, 60] consider the distance between
samples and class-related proxies. Samples should be close
to their ground-truth class proxies while far from the other
class proxies. These methods are commonly introduced to
address sampling complexity issues when sampling tuples.

Though these methods can perform well on unseen

19366



Encoder

Adaptive Domain
Expansion

Domain-Aware 
Equalization

Phase II

Phase I Forward

Backforward

...

Available Training Data 

Diverse Augmentation 

Figure 3. The overall framework architecture of the proposed self-expanded equalization method.

classes, performance degeneration exists when applied to
unseen domains due to the domain shift. Therefore, explor-
ing to learn better generalization ability for DML is still a
challenging yet realistic problem.

Single-Domian Generalization. Domain discrepancy
severely degrades the model performance when the exist-
ing domain shifts between training and testing data. To
tackle this issue, many out-of-distribution generalization
methods, including domain adaptation and domain gener-
alization [5, 20, 53, 17] have been proposed.

Recently, a more challenging yet realistic task of single-
domain generalization [37] is proposed, which aims to gen-
eralize a model trained on one source domain to many un-
seen target domains. To address this problem, a natural idea
is to expand the source data and generate out-of-distribution
samples. Based on this intuition, several methods, such as
ADA [37], M-ADA [30], and ME-ADA [58], have been
proposed. For example, ME-ADA [58] generates the adver-
sarial samples by maximizing the entropy of the classifier.

Though these methods are effective for image classifi-
cation, as the DML model utilizes similarity information
among data rather than label information, these methods
can not be directly applied to tackle the single-domain gen-
eralized DML problem.

3. Methodology

In this section, we formulate the proposed task of single-
domain generalized DML and then introduce our self-
expanded equalization framework in detail. As shown in
Figure 3, two main phases are conducted alternatively. In
phase I, the ADE module is provided to generate diverse
augmentations and expand the source data distribution in a
learnable manner. Simultaneously, we apply the DAE mod-
ule to take full advantage of the augmentations with diver-
sity to learn the domain-invariant metric that enhances the
generalization ability of the metric model to unseen classes
and domains.

3.1. Preliminary

Problem Formulation. We denote a training dataset
with seen categories and domain by D = {(xi, yi)}ni=1,
where xi and yi ∈ {1, 2, · · · , c} are a sample and the cor-
responding label, respectively. In this paper, we hope to uti-
lize the training datasetD to learn a DML model with strong
generalization ability that can also perform well on testing
dataset T with unseen classes and domains. To this end,
DML will learn a discriminative feature embedding from
the original space X to the d-dimensional metric space Z
denoted as f : X → Z ⊆ Rd. In this way, we can calculate
the similarity between samples in the metric space:

s(zi, zj) =
< zi, zj >

∥zi∥22∥zj∥22
, (1)

where zi = f(xi), ∥·∥2 denotes the ℓ2 norm and < ·, · >
denotes the inner product operation.

Proxy-based Loss. Considering the advantages of small
sampling complexity and high convergence, we utilize a
classical proxy-based loss [39] to optimize the DML model
as follows:

Lm = − log
eα(s(zi,pyi

)−m)

eα(s(zi,pyi
)−m) +

∑
j ̸=yi

eα(s(zi,pj)−m)
,

(2)
where pj ∈ {p1,p2, · · · ,pc} denotes the proxy of the j-th
class, α is a scalar factor and m is a fixed margin.

3.2. Adaptive Domain Expansion

To effectively improve the generalization ability to un-
seen categories and domains, we hope the metric model can
learn with diversity and broaden its horizons to wider data
distribution. Inspired by this intuition, we propose an ADE
module to dynamically augment the synthetic but reason-
able out-of-distribution samples exploited to provide impor-
tant semantic complements. The learned augmentations can
effectively expand the source domain distribution and be re-
garded as hard samples enhancing the generalization ability
to unseen data.
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Figure 4. The simple illustration of the distribution equalization. (Left) The similarity graphs are employed to measure intra-domain data
distributions for domain equalization. (Right) In a 1-dimensional sliced projection, we can model the inter-domain discrepancy according
to the intra-domain variations.

In the ADE module, we take a ‘min-max’ strategy to
adaptively update the source data samples to induce new
augmented samples under different data distributions in a
learnable manner. Specifically, we regard the pixels of
the augmentation {x̃i}ni=1 as trainable parameters and uti-
lize the corresponding source samples {xi}ni=1 to initialize
them. And then, the augmentations can be adaptively opti-
mized and updated during training.

High-level Similarity Minimum. On the one hand, we
need to expand the source distribution and cover the dis-
tribution span of unseen data. Therefore, each augmented
sample is enforced to keep far from its corresponding class
proxy in the high-level semantic metric space:

L(i)
high = s(z̃i,pyi), (3)

where z̃i = f(x̃i) is the embedded feature of the augmented
sample x̃i in the metric space, and pyi is the corresponding
proxy vector learned by the proxy-based loss. In this way,
the synthesized augmentations can capture more novel char-
acteristics belonging to other unseen data distributions.

Low-level Similarity Maximum. On the other hand, we
hope to keep the semantic consistency between the source
and augmented data to preserve the semantic information.
Accordingly, the mean squared error (MSE) loss in pixel
level is adopted as follows:

L(i)
low = ∥xi − x̃i∥22. (4)

To sum up, we can formulate the objective function for
adaptive domain expansion as follows:

LADE =
1

n

n∑
i=1

(
L(i)
high + L(i)

low

)
. (5)

3.3. Domain-Aware Equalization

After obtaining the augmented data D+ = {(x̃i, yi)}ni ,
we can straightly employ the A = D ∪ D+ as input to fur-

ther fine-tune the metric model according to Eq. (2). How-
ever, treating all samples under different data distributions
equally as input with corresponding labels discarded inter-
domain variations that might contain helpful information to
capture the domain-invariant characteristics and thus harm
the generalization ability of the learned metric.

To address this issue, we apply the DAE module to use
the diverse augmentations fully. Specifically, we analyze
the distributions of the source and synthesized data accord-
ing to the similarity among samples in the metric space
and equalize the data distribution structure between source
and augmented samples. Moreover, the learned augmenta-
tions can be regarded as hard samples to enhance the metric
model’s generalization ability.

Distribution-level Equalization. Data from different
domains should have similar data distribution in the embed-
ding space with the domain-invariant metric. Inspired by
this intuition, we propose distribution equalization to penal-
ize the inter-domain discrepancy and learn domain-invariant
metric, which can further improve the generalization of the
metric model. As illustrated in Figure 4, we first calcu-
late the similarity graphs of source data and augmented data
G = {s(zi, zj)}ni,j=1 and G+ = {s(z̃k, z̃l)}nk,l=1, respec-
tively. And then, we can indicate the inter-domain discrep-
ancy between source and augmented data according to the
discrepancy between intra-domain variations G and G+. In
this procedure, we adopt the discrete optimal transport [28]
to measure the inter-domain discrepancy since it can effec-
tively induce the intrinsic geometrics of distributions. The
corresponding Gromov Wasserstein distance between dis-
tributions D and D+ is formulated as follows:

W(D,D+) =
∑
i,j,k,l

|s(zi, zj)− s(z̃k, z̃l)|2ΛikΛjl, (6)

where |·| denotes the ℓ1 norm, Λik and Λjl are the cor-
responding items of coupling matrix Λ ∈ Rn×n that is
constrained to satisfy Λ1n = ρ and Λ⊤

1n = ϱ, where
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1n denotes a n-dimensional all-one vector and ρ, ϱ are
weight vectors associated with zi, z̃k. In this paper, we set
ρi = 1/n, ϱk = 1/n, i, k ∈ [1, 2, c . . . , n].

Considering that the solution of the distribution equaliza-
tion described in Eq. (6) is a non-convex optimization prob-
lem, we adopt the sliced Gromov Wasserstein distance [36]
to solve it. Specifically, we project the learned metric space
into different 1-dimensional spaces with random directions.
In this way, the sliced Gromov Wasserstein distance can be
well approximated by capturing sample observations from
the distributions shown in Figure 4. Formally, the sliced
Gromov Wasserstein distance with T projection vectors
{πt}Tt=1 is easy to calculated as follows:

Lde =
1

T

T∑
t=1

∑
i,j,k,l

|s (⟨zi, πt⟩ , ⟨zj , πt⟩)

− s (⟨z̃k, πt⟩ , ⟨z̃l, πt⟩) |2ΛikΛjl.

(7)

Instance-level Equalization. In addition to inducing
the domain-invariant metric in the distribution level, the
learned augmentations can also be regarded as hard samples
to achieve better generalization ability to unseen classes.
The proxy-based loss enables a fast and safe convergence
but does not consider the sample-to-sample relations, es-
pecially neglecting the rich semantic information of hard
samples. By considering a large amount of hard negative
pairs, the metric model can learn more discriminative fea-
ture embeddings. Specifically, given an augmented sample,
it should be pushed closer to its corresponding source sam-
ple while pulling away from other augmented samples. The
instance-level equalization loss is formulated as follows:

Lie =
1

n

n∑
i=1

− log
eα(s(z̃i,zi)−m)∑
j ̸=i e

α(s(z̃i,z̃j)−m)
. (8)

To sum up, we can formulate the objective function for
domain-aware equalization as follows:

LDAE =
1

2n

∑
A
Lm + τ1Lde + τ2Lie, (9)

where τ1, τ2 are the hyperparameters.

3.4. Overall

To ensure the diversity of the domain expansion, we con-
duct the ADE module and DAE module alternatively. Dur-
ing training, these two modules are iteratively optimized
according to Eq. (5) and Eq. (9), respectively. The aug-
mentations will be updated every several epochs. In the be-
ginning, we adopt the original training dataset D with the
proxy-based loss described in Eq. (2) to warm up the metric
model. The algorithm 1 details the approach of our SEE.

Algorithm 1 Training procedure of the proposed SEE.
Input: Training data D, number of training epochs E, list

of domain expansion epochs N , and hyper-parameters
α, τ1, τ2.

1: Warm-up the metric model with parameter θ.
2: for e = 1, . . . , E do
3: ▷ ADE Step:
4: if e ∈ N then
5: D+ = ∅ ;
6: x̃i ← xi −▽LADE according to Eq. (5);
7: D+ = {x̃i}ni=1

8: end if
9: ▷ DAE Step:

10: A = D ∪D+;
11: θ ← θ −▽LDAE according to Eq. (9);
12: end for
Output: A DML model with parameter θ.

4. Experiments
In this section, we comprehensively evaluate the effec-

tiveness of our SEE from different aspects. We first intro-
duce the experimental settings and then evaluate the gener-
alization ability of SEE compared with the state-of-the-art
DML approaches. Finally, we present the ablation studies
and qualitative results. More experimental results and anal-
ysis are provided in the Supplementary Material.

4.1. Experimental Settings

Datasets. To evaluate the performance of the proposed
SEE, we conduct the experiments on two benchmarks,
Cars196 [13] and CUB-200-2011 [38], and a large-scale
real-world multi-domain dataset DomainNet [27]:

• Cars196 [13] includes 16, 185 images from 196 car
categories. The training set comprises 8, 054 car im-
ages from the first 98 categories, and the testing set
comprises the remaining 8,131 images from the other
98 categories.

• CUB-200-2011 [38] contains 11,788 images of 200
bird species. We use the first 100 species with 5,864
images for training and the remaining for testing.

• DomainNet [27] contains∼0.6 million natural images
coming from six different data sources: Clipart (C),
Infograph (I), Painting (P), Quickdraw (Q), Real (R),
and Sketch (S) and 345 categories. Following the stan-
dard protocol [24], we utilize the first 173 categories
for training and the rest for testing. Meanwhile, we
train the model on real images and test it on data from
the other domains.

To effectively evaluate the generalization ability, we use
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Dataset
Training Testing

# Samples # Classes Domain # Samples # Classes Domain

CUB-200-2011 5,864 100 Real Image 5,924 100 Real Image
CUB-200-2011 Ext. 5,864 100 Real Image 5,924 100 Painting & Water-painting

Cars 196 8,054 98 Real Image 8,131 98 Real Image
Cars 196 Ext. 8,054 98 Real Image 8,131 98 Painting & Water-painting

Table 1. The statistics of two benchmark datasets in DML.

Method
Real Image→ Painting Real Image→Water-painting

R@1 R@2 RP MAP@R R@1 R@2 RP MAP@R

C
U

B
-2

00
-2

01
1

E
xt

.

Contrastive loss [6] 31.93 42.94 15.11 7.35 23.63 32.61 11.39 4.74
Triplet loss [9] 26.70 37.31 13.19 5.84 18.92 27.24 9.24 3.42

Margin loss [44] 31.16 42.01 14.87 6.83 19.98 28.85 9.58 3.69
Multi-similarity loss [40] 31.10 42.05 14.16 6.53 19.55 28.76 8.84 3.14

Circle loss [34] 30.08 41.25 13.77 6.16 20.61 29.74 9.42 3.65
ProxyNCA [19] 30.74 41.30 14.16 6.43 21.16 30.18 10.08 3.87

CosFace [39] 31.55 41.78 14.78 7.34 22.75 32.74 11.58 5.03
ProxyAnchor [11] 31.77 42.05 15.04 7.32 22.06 32.46 11.12 4.53

Ours 41.43 55.94 18.74 9.12 30.52 41.22 14.07 6.72

C
ar

s1
96

E
xt

.

Contrastive loss [6] 60.32 71.78 21.15 11.31 18.17 26.99 6.53 1.80
Triplet loss [9] 33.35 45.18 15.24 6.13 11.29 17.19 3.85 0.76

Margin loss [44] 41.84 54.10 15.82 7.00 16.03 24.34 5.95 1.56
MS loss [40] 62.09 72.54 21.47 11.30 15.48 23.26 5.39 1.31

Circle loss [34] 55.79 67.67 18.27 9.04 12.98 19.90 4.78 1.07
ProxyNCA [19] 58.57 70.47 21.45 11.17 17.62 26.09 6.16 1.74

CosFace [39] 58.66 70.36 21.76 11.87 15.63 22.69 5.32 1.42
ProxyAnchor [11] 62.67 73.18 21.38 11.19 18.94 27.62 6.58 1.89

Ours 77.25 85.61 29.61 19.32 23.56 31.91 8.46 2.43

Table 2. Experimental results (%) on CUB-200-2011 Ext. and Cars196 Ext. datasets.

generative models (Stylized Neural Painting [61] for paint-
ing and Paint Transformer [16] for water-painting) to extend
the original benchmarks. The derived synthetic Cars196
Ext. and CUB-200-2011 Ext. have extra painting and
water-painting images. We use the original real images for
training, while the generated painting and water-painting
images are adopted for testing. The statistics of these two
benchmarks are summarized in Table 1. More details are
given in the Supplementary Material.

Baselines. We compare our SEE with the state-of-
the-art approaches including pair-based approaches con-
trastive loss [6], triplet loss [9], margin loss [44], multi-
similarity loss (MS) [40], circle loss [34] and proxy-based

approaches ProxyNCA (PA) [19], CosFace [39], and Prox-
yAnchor [11].

Evaluation Metrics. Following [21], to fairly and
comprehensively evaluate different methods, we utilize
the widely-used metric Recall@K (R@K), and two more
stringent evaluation metrics, i.e., R precision (RP), and
MAP@R as evaluation metrics.

Implementation Details. In all experiments, the Py-
torch [26] deep learning framework is used for implemen-
tation and the ADAM optimizer [12] is adopted to train
the model. The ImageNet [31] pre-trained ResNet-50 [8]
is adopted as the backbone model for fair comparison. In
the image pre-processing procedure, we normalize all the
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Method

C
on

tra
st

iv
e

[6
]

Tr
ip

le
t [

9]

M
ar

gi
n

[4
4]

M
S

[4
0]

C
irc

le
[3

4]

C
os

Fa
ce

[3
9]

Pr
ox

yN
C

A
[1

9]

PA
[1

1]

O
ur

s

R→S

Recall@1 51.30 48.47 48.52 53.10 51.61 49.59 54.14 54.88 59.37
Recall@2 58.75 56.41 56.36 60.82 59.50 57.51 62.25 62.84 67.68

R Precision 13.01 11.94 11.87 13.68 12.51 12.04 15.60 15.85 19.43
MAP@R 6.48 5.73 5.66 6.83 6.13 5.88 8.19 8.53 10.56

R→I

Recall@1 33.46 33.05 33.06 33.99 33.61 33.51 34.86 35.46 41.91
Recall@2 40.10 39.82 39.92 40.51 40.19 40.19 41.75 42.08 51.47

R Precision 7.49 7.92 7.83 7.82 7.41 7.60 8.42 8.72 10.32
MAP@R 3.38 3.56 3.48 3.69 3.42 3.51 3.86 4.20 4.78

R→P

Recall@1 57.79 55.86 55.83 58.49 58.17 57.42 58.32 58.07 64.33
Recall@2 66.26 64.57 64.46 66.71 66.51 66.00 66.78 66.57 71.82

R Precision 21.32 20.79 20.57 22.44 21.71 21.51 22.06 22.53 25.19
MAP@R 13.13 12.54 12.34 14.22 13.65 14.18 13.51 14.13 15.71

R→Q

Recall@1 42.87 30.32 29.76 43.19 44.04 38.13 41.45 42.08 50.19
Recall@2 55.24 40.95 39.92 54.84 56.05 49.75 52.90 53.64 60.47

R Precision 14.90 9.49 9.20 15.16 15.23 12.68 14.56 14.80 17.90
MAP@R 6.92 3.61 3.51 7.20 7.19 5.51 6.82 6.93 9.27

R→C

Recall@1 61.30 58.15 58.33 62.75 62.25 59.35 64.38 65.14 69.94
Recall@2 69.12 66.29 66.61 70.90 70.21 67.32 72.27 72.93 76.88

R Precision 18.68 17.62 17.49 20.09 18.74 17.21 21.73 22.82 25.74
MAP@R 11.09 10.27 10.12 12.07 11.05 10.09 13.43 14.51 17.28

Average

Recall@1 49.34 45.17 45.10 50.31 49.94 47.60 50.62 51.13 57.15
Recall@2 57.89 53.60 53.46 58.76 53.61 56.12 59.22 59.61 65.66

R Precision 15.08 13.55 13.39 15.84 13.55 14.21 16.47 16.94 19.72
MAP@R 8.20 7.14 7.02 8.80 8.29 7.65 9.17 9.66 11.52

Table 3. Experimental results (%) on DomainNet dataset.

images to 256× 256 and then resize them to 224× 224 by
standard random cropping. For each iteration, we set the
batch size to 120 on Cars196 Ext. and CUB-200-2011 Ext.
datasets, and 512 on the DomainNet dataset. The embed-
ding size is fixed to 512. During training, we update the
augmentations every five epochs and iterate 50 times each
augmentation generation. The learning rate is set to 1e− 6.
We set τ1 = 10, τ2 = 1. The hyper-parameters in the proxy
loss are set to the values searched by [21].

4.2. Experimental Results

Comparison on synthetic datasets. To verify the effec-
tiveness of our proposed method, we make a comprehensive

comparison of our SEE and the state-of-the-art methods on
synthetic Cars196 Ext. [13] and CUB-200-2011 Ext. [38].
We use bold numbers to indicate the best results. The over-
all results are reported in Table 2, from which we can easily
observe that the proposed SEE can outperform all baselines
when testing on unseen categories and domains. In par-
ticular, our method outperforms the baseline proxy-based
method [39] by ∼10%. This demonstrates that, through ap-
plying adaptive augmentation and equalization with diver-
sity, our method can effectively improve the generalization
ability of DML to unseen data distribution.

Comparison on the real-world dataset. To further
demonstrate the generalization ability of our method un-
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(a) Baseline (b) Baseline + ADE (c) Ours

Figure 5. The t-SNE [35] visualization results of the learned feature embeddings on the oil domain of the Cars196 Ext. dataset.

Method
Real Image→ Painting Real Image→Water-painting

R@1 R@2 RP MAP@R R@1 R@2 RP MAP@R

Baseline [39] 31.55 41.78 14.78 7.34 22.75 32.74 11.58 5.03
Baseline with ADE module 36.14 46.29 16.47 8.26 26.51 38.19 12.21 5.54

Ours w/o Lie 39.82 52.78 17.41 8.84 29.20 40.11 13.23 6.38
Ours w/o Lde 38.11 50.93 16.88 8.51 28.62 39.43 12.89 5.96

Ours 41.43 55.94 18.74 9.12 30.52 41.22 14.07 6.72

Table 4. Ablation analysis of our proposed self-expanded equalization on the CUB-200-2011 Ext. dataset.

der unknown data distribution, we also perform experiments
on a real-world multi-domain dataset DomainNet [27]. We
show the experimental results in Table 3. The bold numbers
indicate the best results. Compared with the results when
testing on the seen domain, the baseline DML methods suf-
fer severe performance degradation. The reason may be that
the discrepancy between the source and target domain is
enormous, which makes the generalization more difficult.
We can see that despite a large domain gap, our method
outperforms these DML methods significantly. This gen-
erously supports our proposal that our method can effec-
tively expand the training data and equalize inter-domain
and intra-domain variance to improve the generalization of
the DML model.

Visualization Results. Figure 5 shows the qualitative
results of our method on the oil domain of the Cars196
Ext. dataset. We use the t-SNE [35] algorithm to visual-
ize the learned metric space. We randomly chose 10 cat-
egories from the testing oil painting set of Cars196 Ext.
dataset and visualize their feature embeddings learned by
different methods. Compared with the baseline [39], our
method learns the best metric space, demonstrating that our
method can effectively improve the generalization ability of
the DML model to unseen domains.

4.3. Ablation Study

Performance contributions of different components
in the proposed method. We conduct an ablation study on
different components of our method as shown in Table 4.
Here, we adopt CosFase [39] as the baseline. We see that
combining all elements achieves the best result, demonstrat-
ing each component’s effectiveness.

Visualization Comparison. To better verify the ef-
fectiveness of each module in our method, we use the t-
SNE [35] algorithm to visualize the metric space learned
by different combinations of our methods as shown in Fig-
ure 5. It is easy to find that the proposed ADE module and
DAE module both contribute to improving the model per-
formance on unseen domains and categories.

5. Conclusion

In this paper, we focus on exploring the generalization
ability of DML to unseen categories and domains. To fur-
ther improve the generalization ability, we propose a more
challenging yet realistic task, i.e., single-domain general-
ized DML. To tackle this issue, we propose a self-expanded
equalization method to expand the training data to vari-
ous unseen distributions and effectively learn with diver-
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sity. Specifically, we take a ‘min-max’ strategy combined
with our proxy-based metric loss to learn augmented sam-
ples in the ADE module adaptively. And then, we introduce
the domain-aware equalization module to excavate the im-
plicit inter-domain relations and make them into full use to
learn the domain-invariant metric. Extensive experiments
on two widely-used benchmark datasets in metric learning
and a large-scale real-world multi-domain dataset demon-
strate the effectiveness and superiority of SEE over the ex-
isting DML methods.
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