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Abstract

Knowledge distillation (KD) has shown potential for
learning compact models in dense object detection. How-
ever, the commonly used softmax-based distillation ignores
the absolute classification scores for individual categories.
Thus, the optimum of the distillation loss does not neces-
sarily lead to the optimal student classification scores for
dense object detectors. This cross-task protocol inconsis-
tency is critical, especially for dense object detectors, since
the foreground categories are extremely imbalanced. To ad-
dress the issue of protocol differences between distillation
and classification, we propose a novel distillation method
with cross-task consistent protocols, tailored for the dense
object detection. For classification distillation, we address
the cross-task protocol inconsistency problem by formulat-
ing the classification logit maps in both teacher and stu-
dent models as multiple binary-classification maps and ap-
plying a binary-classification distillation loss to each map.
For localization distillation, we design an loU-based Lo-
calization Distillation Loss that is free from specific net-
work structures and can be compared with existing local-
ization distillation losses. QOur proposed method is sim-
ple but effective, and experimental results demonstrate its
superiority over existing methods. Code is available at
https://github.com/TinyTigerPan/BCKD.

1. Introduction

Recent progress in dense object detectors has yielded
significant performance improvements in the object detec-
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(a) Classification scores after Sigmoid in dense object detection.
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Figure 1. (a) In dense object detection, different samples exhibit
inter-sample differences in their classification score sums on vari-
ous positions on dense maps, which is significantly different from
those in image classification. (b) The cross-task protocol inconsis-
tency problem arises in dense object detection due to the mismatch
between Sigmoid protocol used in this task and Softmax proto-
col used in classification distillation. Specifically, when classifica-
tion distillation loss equals 0, inconsistencies emerge between the
scores of the student and teacher models in dense object detection.

tion task [25, 29, 18, 17, 33]. However, the high compu-
tational burden of existing detection methods poses a sig-
nificant challenge for deployment on resource-constrained
devices. To address this problem, knowledge distillation
(KD) [13, 5, 11,35,36,4, 15,22,47, 6, 40] has emerged as
a promising approach to compress models. The KD frame-
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work involves training a smaller student model by leverag-
ing a larger and more capable teacher model, for enhancing
the student model’s generalization ability.

Knowledge distillation approaches can be roughly clas-
sified into two categories: feature-based distillation meth-
ods [27, 37, 23, 1, 23, 4, 36] and logit-based distilla-
tion methods [13, 43, 34, 47]. In object detection, exist-
ing knowledge distillation methods have focused primar-
ily on feature-based distillation due to the marginal per-
formance gain from original logit-based distillation tech-
niques [14, 32, 38]. However, it is worth exploring logit-
based methods as they are usually simpler to use and have
the potential to further improve performance when com-
bined with feature-based methods. LD [47] is a repre-
sentative logit-based distillation technique that transforms
bounding boxes into probability distributions to facilitate
localization distillation. However, classification distillation
in dense object detection remains a challenge.

In this work, we further investigate this problem. Fig-
ure | (a) demonstrates that dense object detection faces a se-
vere foreground-background imbalance problem when pre-
dicting classification scores on dense maps. Consequently,
dense object detectors typically use the Sigmoid protocol to
transfer classification logits to classification scores, which
results in the position-aware inter-sample difference: Sam-
ples closer to positive sample regions generate higher clas-
sification score sums across all categories, indicating inter-
sample differences. However, common classification dis-
tillation methods [13, 43, 34, 47] directly use the Softmax
protocol from image classification to transfer classification
logits to classification scores. The Softmax protocol nor-
malizes classification scores, ignoring the absolute clas-
sification scores for individual categories and eliminating
the inter-sample difference characteristic of classification
scores. Additionally, in distillation, classification scores for
each category are jointly optimized with inter-class depen-
dencies, while in dense object detection, they are individ-
ually optimized without such dependencies. These differ-
ences lead to the cross-task protocol inconsistency prob-
lem, as shown in Figure 1 (b): when the teacher scores
are equal to the student scores after Softmax, the classifica-
tion distillation loss is 0, indicating that the student scores
have achieved the optimal solution in the distillation loss.
However, after Sigmoid, the student scores still differ from
the teacher scores, showing lower score sums and incorrect
inter-class relationships.

In addition to classification, localization is another cru-
cial aspect of the object detection task. Although the lo-
calization distillation loss in LD [47] has demonstrated
effectiveness, it requires the use of a Discrete Position-
probability Prediction Head, such as the Generalized Focal
Loss Head [17], for accurately predicting the localization
probability distribution of each sample. Unfortunately, cur-

rent object detectors [25, 29, 18] commonly use a Continu-
ous Box-Offset Prediction Head, which means that the use
of LD [47] would require specific training of teacher models
to incorporate the Discrete Position-probability Prediction
Head. This constraint limits the applicability of LD [47].

To address these issues outlined above, this paper pro-
poses two novel distillation losses, Binary Classification
Distillation Loss and IoU-based Localization Distillation
Loss, tailored for classification and localization in dense
object detectors. For classification, we convert cross-task
inconsistent protocols into cross-task consistent protocols.
Specifically, we treat the classification logit maps used in
dense object detectors as K (i.e., the number of categories)
binary-classification maps. Then, we use the Sigmoid pro-
tocol to obtain scores and apply a binary cross entropy
loss to distill each binary-classification map from teacher
to student models, effectively solving the cross-task pro-
tocol inconsistency problem. For localization, we con-
vert the special-structure-dependent localization distilla-
tion loss into a special-structure-free localization distilla-
tion loss. Specifically, we directly compute the Intersection
over Unions (IoUs) between predicted bounding boxes gen-
erated by the teacher and student models and employ the
IoU loss to minimize the difference between the IoU values
and 1 (i.e., the maximal IoU). Our approach is evaluated
on widely used COCO [19] dataset, and our experimental
results demonstrate that our method outperforms existing
logit-based distillation methods and further boosts the ex-
isting feature-based distillation methods. Our contributions
are summarized as follows:

(i) We identify the cross-task protocol inconsistency
problem as the primary obstacle in utilizing original clas-
sification distillation techniques for dense object detection.
The proposed Binary Classification Distillation Loss greatly
enhances the performance gains obtained through classifi-
cation distillation in dense object detection. We show that
transferring semantic knowledge (i.e., classification) alone
can be effective in dense object detection, beyond common
views in previous work.

(73) We propose the ToU-based Localization Distillation
Loss to distill the localization knowledge from teacher mod-
els to student models, which eliminates the need for specific
training of teacher models.

(7i7) Our proposed method is simple but effective, as
demonstrated by our experiments. Besides, our method ex-
hibits flexibility in integrating with existing state-of-the-art
methods, resulting in a consistent performance increase.

2. Related Works
2.1. Object Detection

Object detection is a fundamental and challenging task in
computer vision, involving the classification and localiza-
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tion of objects within a given image. The literature on this
topic can be broadly classified into two categories: region-
based object detectors and dense object detectors. Region-
based object detectors, including Faster-RCNN [26], Cas-
cade R-CNN [3], and Fast R-CNN [10], utilize a Region
Proposal Network (RPN) to generate Regions of Interest
(Rols), which are then refined through classification and re-
gression heads to produce the final detection. In contrast,
dense object detectors, such as YOLO [25], FCOS [29],
RetinaNet [ 18], and GFL [17], directly predict objects from
feature maps, offering advantages in terms of computa-
tional efficiency and ease of deployment when compared
to region-based object detectors.

Most dense object detectors generate predictions of vari-
ous sizes and proportions by utilizing dense proposals (such
as anchor [18] and point [29]) at all positions on the im-
age. Thus, they face the challenge of a severe imbalance
between positive and negative samples, which can lead to
poor performance. To address this, some works [20, 42]
have explored complex re-sampling schemes for hard ex-
ample mining. Besides, RetinaNet [ 18] uses the focal loss
to prioritize the training of difficult samples. Additionally,
different label assignment strategies, such as ATSS [41]
and OTA [9], have been proposed to further improve per-
formance. Through collective efforts, dense object detec-
tors have achieved high accuracy and fast inference times.
Recent research has also focused on improving the perfor-
mance of compact real-time models through model com-
pression techniques. For example, successful approaches
include RTMDet [21] and YOLOv7 [30].

2.2. Knowledge Distillation

Knowledge Distillation (KD) is a model compression
method that enables training of compact student models
with guidance from more powerful teacher models. First
introduced by Hinton et al. [13], KD has since been exten-
sively studied in subsequent works [27, 37, 1, 24, 28,43, 16,

,49,31,7,45,44, 46]. In classification, KD methods are
typically classified into two categories: feature-based meth-
ods [27, 37, 23, 1] and logits-based methods [13, 43, 34].
Feature-based methods transfer knowledge by mimicking
intermediate features from a teacher’s hint layer, while
logits-based methods by mimicking the logit outputs from
the teacher’s classifier. In object detection, KD was initially
applied in [5], and many subsequent works have been pro-
posed [5, 11, 35, 36, 4, 15, 22, 47, 6, 40] to improve stu-
dent performance. Feature-based distillation remains the
mainstream approach. For example, FGD [35] separates
foreground and background and recovers missing infor-
mation by rebuilding relationships among different pixels.
PKD [4] relaxes constraints on the magnitude of features by
mimicking the Pearson Correlation Coefficient. MGD [36]
randomly masks some pixels of the student’s feature and

leverages a simple generative block to force it to imitate
the teacher’s feature. DIC [12] explores the classifier-to-
detector knowledge transfer. TLLM [50] explores “undistil-
lable classes”, focusing on scenarios where a significant dis-
parity exists between teacher and student. Regarding logit-
based distillation methods, LD [47] treats bounding box re-
gression as probability distribution estimation, and argues
that distilling localization knowledge is more effective than
semantic knowledge in dense object detection.

In previous works, logit-based distillation methods in
image classification are directly utilized to distill the se-
mantic knowledge from teacher models to student models,
and they commonly find that the semantic knowledge trans-
fer seldom works for dense object detection. In this work,
we argue that these approaches overlook the differences be-
tween object detection and image classification tasks, which
leads to insufficient performance gains. To address this is-
sue, we propose a novel classification distillation method
tailored for dense object detection in this paper.

3. Methodology
3.1. Overview

A dense object detector can be represented as the com-
bination of a feature extractor f(-) and a detection head
h(-). Given an input image I, the detector first extracts
features F'=f(I), and then generates the final prediction
P=h(F). The prediction P typically comprises classifi-
cation logits [ € R™*¥ and localization offsets 0 € R"™*4,
where n is the number of anchors or points in dense object
detection, and K is the number of foreground categories.
In existing knowledge distillation (KD) methods for dense
object detection, knowledge is transferred from a frozen
large teacher detector T to a small student detector Sge;.
For feature-based methods, the distillation loss is defined
as Lg;s = loss(F}, Fs), where F} and F; indicate the fea-
tures of Ty and Sy, respectively. For logits-based meth-
ods, the distillation loss is defined as L4;s = loss( Py, Ps),
where P; and P; indicate the predictions of Tye; and Sy,
respectively, and loss denotes the distillation loss function.

In this work, we propose two distillation losses tailored
for classification and localization in dense object detection,
as illustrated in Figure 2. We observe the cross-task proto-
col inconsistency problem between dense object detection
and classification distillation loss, which impedes the ef-
fectiveness of the classification distillation in dense object
detection. To address this problem, we introduce a novel
Binary Classification Distillation Loss that converts the in-
consistent cross-task protocol distillation into the consistent
cross-task protocol distillation. Moreover, we find that ex-
isting localization distillation methods rely on the Discrete
Position-probability Prediction Head, such as the General-
ized Focal Loss Head [17], which requires specific training
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Figure 2. Distillation pipeline of our method. We leverage two novel distillation losses tailored for the object detection task. (¢) Binary
Classification Distillation Loss £&*, which represents classification logit maps as multiple binary-classification maps and distills classi-

fication knowledge through a distillation loss similar to binary cross entropy. (ii) IoU-based Localization Distillation Loss L.z,
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transfers localization knowledge from teacher models to student models by computing the IoUs between predicted bounding boxes from

both models and using the IoU loss. Best viewed in color.

of teacher models. To overcome this limitation, we propose
a special structure-free IoU distillation loss that enables the
distillation of localization knowledge from teacher models
to student models.

3.2. Binary Classification Distillation Loss

Protocol in Dense Object Detectors: Dense object de-
tectors aim to predict the corresponding classification score
and bounding box for each sample point in dense maps
generated from the entire image. However, as the back-
ground pixels occupy a significant portion of the image,
foreground and background samples are severely imbal-
anced in dense object detectors. Specifically, during train-
ing, the majority of the samples are background samples.
When using the Softmax protocol for transferring classifi-
cation logits to classification scores, which assigns a sam-
ple to K+1 probabilities (where K is the number of fore-
ground categories and an additional probability indicates
the background), it may not be effective due to its ten-
dency to assign higher probabilities to the majority class,
i.e., the background. Consequently, dense object detec-
tors such as YOLO [25], FCOS [29], RetinaNet [18], and
GFL [17] commonly use the Sigmoid protocol for transfer-
ring classification logits to classification scores. By mod-
eling the multi-classification problem as multiple binary-
classification problems, this approach can more effectively
handle the foreground-background class imbalance issue.

Specifically, dense object detectors produce classifica-
tion maps of varying sizes, with a size of H xW x K, where
H, W and K represent the height, width and number of
classes, respectively. Existing methods assign labels to each
point on the classification map, with positive samples la-

beled as a one-hot tensor and negative samples labeled as a
fully-zero tensor. Let x be a sample, and [ER™*¥ denote
its classification logits. To obtain classification scores for
each point, existing methods use the Sigmoid protocol, i.e.,
p = Protg;,(l). We also have a label tensor y for . There-
fore, we can compute the binary cross entropy loss between
the classification scores and labels:

n K

Las(@) =YY Lonpigyis),

i=1 j=1

D

where Log(pi j,y:;) is the binary cross entropy loss for
the ¢-th position and j-th class, defined as:

y.,j = 17
Y.,j= 0.

—log(pi.;)

2
—log(1 —p; ;) @

Lorpijvij) = {

Protocol in Common Classification Distillation: Com-
mon classification distillation methods [14, 32, 38, 47] are
usually developed for the class-balanced scenario in image
classification. The Softmax protocol plays a crucial role
in establishing strong inter-class relationships, providing
strong discriminative ability for identifying different cate-
gories in image classification. Therefore, the Softmax pro-
tocol is typically used in classification distillation.

Specifically, for a sample z, let I* and [* denote the
classification logits from the teacher and student models,
respectively.  Existing methods use the Softmax proto-
col to obtain classification scores, i.e., p'=Protsmaz(l")
and p*=Protgma.(1°). The classification distillation loss
is computed between p' and p® to encourage the student
model to mimic the output of the teacher model. Specifi-
cally, this loss is typically defined as the Kullback-Leibler
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(KL) divergence between teacher scores and student scores:

‘Ccls( ) ‘Ckl(psapt)a 3)

where £*! (-) denotes the classification distillation loss, and
Lii(+, ) denotes the Kullback-Leibler (KL) divergence.

Analysis of Cross-task Protocol Inconsistency: Exist-
ing distillation methods [47] in object detection typically
apply the classification distillation loss used in image classi-
fication directly to dense object detection, leading to cross-
task protocol inconsistency. Specifically, we firstly present
the Softmax protocol and the Sigmoid protocol below:

e 1
Protsmas(I') = T,Prot&-g(l )=
Z’L 1 el 1 te
“4)

where [! is the logits of the teacher model. When n is a
constant tensor with the same shape with [* and [* = [* +n
(1° is the logits of the student model), we have:

eltJrn It LN
PTOtSmam(ZS) = K l'+n =
D €

Thus, the distillation loss is equal to zero, and there is
no further transfer of localization knowledge from the
teacher to the student model. However, Protg;,(ls) #
Protgig(l;), resulting in a significant gap between the clas-
sification scores of the teacher and student models during
inference. Typically, the scores obtained by the student
model are lower than those of the teacher model and may
have incorrect inter-class relationships. As a result, the stu-
dent model cannot inherit the correct prediction ability from
the teacher model.

Bridge Cross-task Protocol Inconsistency: To bridge
cross-task protocol inconsistency, we propose a straightfor-
ward but effective solution. Specifically, we treat classi-
fication logit maps as multiple binary-classification maps
during distillation. To achieve this, we compute pt' =
Protg;(I') and p*’ = Protg;4(I*), resulting in the binary-
classification scores p’ and p*’ with a size of n x K. The
classification distillation loss can then be calculated based
on these binary-classification scores:

/
Lpcei; i) =

! !/
—((1=pl,") - log(1 = p};") + bl - Log(pi,)).
K (6)
/
LE43x) =33 Lpcr®;, ;)
i=1 j=1
where £4%(-) denotes the classification distillation loss, and

Lpce(-,-) denotes the binary cross entropy loss, p; ', p; ;'

denotes the i-th position and j-th class of p*’, p*’,
tively.

Besides, we propose a loss weighting strategy for mod-
els to focus on distilling important samples, inspired by the
Focal Loss [18]. Specifically, we compute the importance
weighting w of the sample x as follows:

respec-

Pt —p*'l, (7

w =

where w € R™ X, Each element in w weighted to the
classification distillation loss of sample x. Thus, the classi-
fication distillation loss in this paper is formulated as:

n K
!
L33 (x) ZZ - Lpes(pl; pi;).  (8)

3.3. IoU-based Localization Distillation Loss

In addition to classification, another crucial aspect of ob-
ject detection is localization. LD [47] transforms the bound-
ing box into a probability distribution to tackle the localiza-
tion distillation problem. In LD [47], a Discrete Position-
Probability Prediction Head, such as the Generalized Focal
Loss Head [17], is essential for precisely predicting the lo-
calization probability distribution of each sample. Regret-
tably, this type of head is not commonly employed in cur-
rent object detectors [25, 29, 18] due to their complexity, es-
pecially in inference, resulting in the need for specific train-
ing of teacher models. To address this issue, we propose an
innovative structure-free localization distillation loss, moti-
vated by the Interaction-over-Union (IoU) loss widely used
in dense object detectors, to replace the existing ones.

LD [47] discretizes the continuous regression range into
a uniform discrete variable [ey, e, ..., e,]T with n intervals.
To predict the n logits corresponding to each regression in-
terval of each edge e, denoted by zp and zg for the teacher
and student, respectively, a Discrete Position-Probability
Prediction Head (e.g., the Generalized Focal Loss Head) is
needed. The generalized Softmax function is then employed
to transform z7 and zg into the probability distribution pr
and pg, respectively. Finally, the Kullback-Leibler Diver-
gence is used to minimize the distance between pr and pg.
Although effective, this approach requires the use of a spe-
cific head, namely the Generalized Focal Loss Head, to pre-
dict discrete logits for all possible positions of each edge.
Instead, these detectors typically predict continuous bound-
ing box offsets that are more convenient for obtaining the
predicted bounding box in inference. Therefore, the appli-
cability of LD [47] is limited.

In this work, our objective is to transfer localization
knowledge from teacher models to student models with-
out relying on complex transformations of bounding box
predictions. To achieve this, we leverage the most funda-
mental location relationship between two bounding boxes,
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Method | Schedule |  mAP APs5 AP APg APy AP
GFocal-Res101(Teacher) 2x 44.9 63.1 49.0 28.0 49.1 57.2
GFocal-Res50(Student) 1x 40.1 58.2 43.1 23.3 44 .4 52.5
LD [47] 1x 42.1(+2.0) 60.3(+2.1) 45.6(+2.5) 24.5(+1.2) 46.2(+1.8) 54.8(+2.3)
Ours 1x 43.2(+3.1) 61.6(+3.4) 46.9(+3.8) 25.7(+2.4) 47.3(+2.9) 559(+3.4)
LD [47] + Ours 1x 43.2(+3.1) 61.4(+3.2) 46.7(+3.6) 25.1(+1.8) 47.3(+2.9) 56.1(+3.6)
GFocal-Res101(Teacher) 2X 44.9 63.1 49.0 28.0 49.1 57.2
GFocal-Res34(Student) 1x 38.9 56.6 42.2 21.5 42.8 514
LD [47] 1x 41.0(+2.1) 58.6(+2.0) 44.6(+2.4) 23.2(+1.7) 45.0(+2.2) 54.2(+2.8)
Ours 1x 42.0(+3.1) 60.0(+3.4) 45.6(+3.4) 24.1(+2.6) 46.3(+3.5) 54.1(+2.7)
LD [47] + Ours 1x 42.3(+3.4) 60.2(+3.6) 46.0(+3.8) 24.4(+2.9) 46.4(+3.6) 54.8(+3.4)
GFocal-Res101(Teacher) 2x 44.9 63.1 49.0 28.0 49.1 57.2
GFocal-Res18(Student) 1x 35.8 53.1 38.2 18.9 38.9 479
LD [47] 1x 37.5(+1.7) 54.7(+1.6) 40.4(+2.2) 20.2(+1.3) 41.2(+2.3) 49.4(+1.5)
Ours 1x 38.6(+2.8) 56.4(+3.3) 41.7(+3.5) 21.4(+2.5) 42.0(+3.1) 50.0(+2.1)
LD [47] + Ours 1x 38.9(+3.1) 56.6(+3.5) 42.0(+3.8) 22.2(+3.3) 42.5(+3.6) 50.8(+2.9)

Table 1. Quantitative results of the proposed method and existing logits-based distillation methods for lightweight detectors. All results are

evaluated on MS COCO val2017. Boldface indicates the best results.

Intersection over Union (IoU), as the distillation target.
Specifically, we obtain localization maps from both the
teacher and student models, and for a given input sam-
ple z, we denote the corresponding localization predictions
from the teacher and student models in i-th position as o}
and of, respectively. We then obtain the bounding box
for x by using the anchor position and localization predic-
tion, where A; denotes the i-th anchor. The bounding box
for the teacher model and student model are obtained as
bt = Decoder(A;, o) and b = Decoder(A;, of), respec-
tively. We compute the IoU between b! and b7, denoted as
u}. In addition, we introduce a loss weighting strategy for
models to focus on distilling important samples in the above
section, which we also use for the localization distillation.
Therefore, the localization distillation loss can be computed
as:

Lz (z) => maz(w ;) - (1—uj). ©)
=1

The localization distillation loss is straightaway but compa-
rable to existing localization distillation losses.

3.4. Total Distillation Loss

In this work, we introduce two novel distillation losses,
namely Binary Classification Distillation Loss and IoU-
based Localization Distillation Loss, for improving the per-
formance of both classification and localization tasks. The
proposed classification distillation loss is specifically de-
signed for the classification task, whereas the IoU loss is
developed for the localization task. The combined distilla-
tion loss is formulated as follows:

Ligia(w) = a1 L3 (2) + az - Ligi(z),  (10)

cls loc

where o and ai are two hyper-parameters, denoting the
loss weightings for the classification distillation loss and the
localization distillation loss, respectively.

4. Experimental and Results
4.1. Datasets and Evaluation Metrics

To verify the effectiveness of the proposed method, we
conducted experiments on the popular MS COCO dataset
[19], which contains about 118k images in the train set, Sk
in the val set, and 20k in the fest-dev set spanning 80 cate-
gories. We choose the train set for training and the val set
for testing. We report the detection mean average precision
(mAP) as an evaluation metric, meanwhile under the differ-
ent thresholds (e.g. AP5p) and scales (e.g. APg).

4.2. Main Results

In this paper, we rethink the limitations of the original
Knowledge Distillation (KD) approach in dense object de-
tection, and propose two novel distillation losses, namely
the Binary Classification Distillation Loss and the IoU-
based Localization Distillation Loss, to address the short-
comings of KD in the context of both classification (Cls)
and localization (Loc) in detectors. Our proposed approach
achieves notable performance improvements over the base-
line method, without any additional costs.

Our proposed approach yields notable object detection
performance improvements, as shown in Table 1. Specifi-
cally, we achieve mAP score improvements of +2.8, +3.1,
and +3.1 when using GFocal-Res18, GFocal-Res34, and
GFocal-Res50 as student models, respectively, significantly
outperforming the state-of-the-art method LD [47]. More-
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Method \ Schedule \ mAP APsxg AP75 APg APy, APy,
RetinaNet-ResX 101 (Teacher) 1x 41.0 60.9 43.9 23.9 45.2 54.0
RetinaNet-Res50(Student) 1x 36.5 55.4 39.1 20.4 40.3 48.1
Ours 1x 39.2(+2.7) 58.7(+3.3) 42.0(+2.9) 22.4(+2.0) 43.1(+2.8) 52.1(+4.0)
MGD [36] 1x 39.6(+3.1) 59.0(+3.6) 42.4(+3.3) 22.7(+2.3) 43.9(+3.6) 53.0(+4.9)
PKD [4] 1x 39.7(+3.2) 59.0(+3.6) 42.4(+3.3) 22.5(+2.1) 44.2(+3.9) 53.7(+5.6)
MGD [36] + Ours 1x 40.1(+3.6) 59.5(+4.1) 43.0(+3.9) 22.3(+1.9) 44.3(+4.0) 53.3(+5.2)
PKD [4] + Ours 1x 40.1(+3.6) 59.6(+4.2) 42.8(+3.7) 22.3(+1.9) 44.3(+4.0) 53.8(+5.7)
FCOS-Res101(Teacher) 2x 40.8 60.0 44.0 24.2 443 52.4
FCOS-Res50(Student) 1x 36.6 56.0 38.8 21.0 40.6 47.0
Ours 1x 39.2(+2.6) 58.8(+2.8) 42.0(+3.3) 22.7(+1.7) 43.2(+2.6) 50.3(+3.3)
MGD [36] 1x 39.6(+3.0) 59.0(+3.0) 42.3(+3.5) 23.1(+2.1) 43.7(+3.1) 51.1(+4.1)
PKD [4] 1x 39.9(+3.3) 59.3(+3.3) 42.6(+3.8) 22.9(+1.9) 44.3(+3.7) 51.4(+4.4)
MGD [36] + Ours 1x 40.0(+3.4) 59.3(+3.3) 42.9(+4.1) 23.4(+2.4) 44.1(+3.5) 51.1(+4.1)
PKD [4] + Ours 1x 40.2(+3.6) 59.5(+3.5) 43.0(+4.2) 23.7(+2.7) 44.5(+3.9) 51.4(+4.4)

Table 2. Quantitative results of the proposed method combined with existing feature-based methods on different dense object detectors. All

results are evaluated on MS COCO val2017. Boldface indicates the best results.

over, we achieve further mAP score improvements of +0.3
when combining LD [47] with our proposed method in
GFocal-Res18 and GFocal-Res34.

Feature-based distillation methods such as MGD [36]
and PKD [4] have shown powerful performance improve-
ments. Fortunately, our method can be easily combined
with these approaches to further enhance detector perfor-
mance. As illustrated in Table 2, our method achieves mAP
score improvements of +0.4 and +0.5 over PKD and MGD,
respectively, when using RetinaNet as the basic dense ob-
ject detector. Moreover, our proposed method is highly flex-
ible and can be used with various dense object detectors. In
the case of FCOS, our approach leads to significant perfor-
mance improvements. Similar to the results with RetinaNet,
our method yields mAP score improvements of +0.3 and
+0.4 over PKD and MGD, respectively.

4.3. Ablation Analysis

Sensitivity Study of Different Losses. To demonstrate the
effectiveness of our proposed Binary Classification Distil-
lation Loss (£%$(x)) and IoU-based Localization Distilla-

tion Loss (£{%(x)), we conduct experiments on the GFo-

cal student model. As shown in Table 3, both £%$(z) and
Efgﬁ(a;) contribute to improved detector performance, par-
ticularly in AP5¢ and AP75, which more impacts classifi-
cation and localization performance, respectively. Further-
more, the combination of the two losses leads to significant

performance improvements compared to the baseline.

Sensitivity Study of Different Hyper-parameters. Our
proposed method employs two hyper-parameters, a; and
«9, to balance the Binary Classification Distillation Loss
and IoU-based Localization Distillation Loss. As shown in
Table 4 and Table 5, the experiments demonstrate that our

Method | GFocal Res101-Res50
| Cls  Loc | mAP  AP5; APr;
Baseline | | 40.1 582 431
v 404 589 434
LD [47] v 41.8 59.5 454
v Ve 42.1 60.3 45.6
v 42.0 609 45.6
Ours ve 42.3 60.0 459
v ve 43.2 61.6 46.9

Table 3. Ablation study of distillation losses on different branch in
detectors. Cls and Loc indicates distillation on classification and
localization in detector head, respectively. which are represented
as £423(x) and L2 () in our proposed method. Boldface indi-
cates the best results.

method is insensitive to the hyper-parameters and various
values of a1 and ap can lead to similar significant improve-
ments in performance. Besides, we can achieve the best
quantitative results when setting &; = 1.0 and iy = 4.0.

Visualization. In order to demonstrate the effectiveness
of our proposed method in reducing classification errors,
we compared the performance of the teacher detector and
the student detector by forwarding the same image to both
and recording the L1 error of summation of the classifica-
tion score after Sigmoid. Figure 3 shows that our proposed
method significantly reduces the ambiguity in classifying
teachers and students in almost all locations at all FPN lev-
els, thus validating the effectiveness of our method.

Self-KD. We have demonstrated the effectiveness of our
proposed method for knowledge transfer from a strong
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w/o distill
AP 40.1

LD
AP42.1

Ours
AP 43.2

FPN 2

0.25
0.20
0.15

FPN 3 FPN 4

0.40
0.35

0.30

0.10
0.05

0.00

Figure 3. Visualization of L1 error summation of the classification score after Sigmoid between the teacher (GFocal-Res101) and the student
(GFocal-Res50) at different levels of the Feature Pyramid Network (FPN). We can observe that our proposed method achieves a significant
reduction in errors for almost all locations compared to the state-of-the-art method LD [47]. To better observe subtle differences, we bound
the margin of error between 0 and 0.4. Darker is better. Best viewed in color.

o | 0 [025 05 1.0 15 20 30

mAP | 40.1 | 41.5 419 42.0 419 415 412
APsp | 582 | 60.1 60.8 60.9 60.6 60.6 602
AP75 | 43.1 | 449 454 45.6 454 447 445

Table 4. Ablation study of hyper- parameter a1 on GFocal Res101-
Res50. To show the sensitivity of L& (x), we fix as = 0. Bold-
face indicates the best results.

a | 0 |05 10 15 20 40 50

mAP | 40.1 | 413 41.6 41.8 422 423 421
APsp | 582 | 594 595 59.8 60.1 600 5938
AP75 | 43.1 | 447 449 454 459 459 458

Table 5. Ablation study of hyper-parameter o> on GFocal Res101-
Res50. To show the sensitivity of £{ (), we fix oy = 0. Bold-
face indicates the best results.

teacher to a compact student in Table 1. However, in cases
where a stronger teacher is not available, self-KD [8, 39]
can still be employed for classification tasks. We apply
Sget = Tyetr to the dense object detection task with our
method, where Sy, is the student detector and T, is the
teacher detector. Table 6 shows that our proposed method
can still yield performance gains under the self-KD strategy.

Error Analysis. The TIDE toolbox [2] is used to analyze
the distribution of error types, as presented in Figure 4. The
Cls error type indicated correctly localized but misclassi-
fied predictions, and the Loc error type indicated correctly
classified but incorrectly localized predictions. The results
showed two key findings: (¢) The Binary Classification Dis-
tillation Loss effectively reduced Cls errors but did not con-
tribute to reducing Loc errors. (i¢) The ToU-based Local-

Method | Self-KD | mAP  APs;  APrs

40.1 582 431
v 409 591 44.2

389 566 422
v 394 572 426

358 531 382
v 36.2 535 389

GFocal-Res50

GFocal-Res34

GFocal-Res18

Table 6. Quantitative results of proposed method under the self-
KD strategy. Boldface indicates the best results.

Loc Error Type
6.19%
6.05%
588%

ol

ILDL  BCDLALDL } Bascline BCDL ILDL  BCDLHLDL
ifferent Methods : Different Methods

Figure 4. Error analysis conducted using the TIDE toolbox [2].
The decrease in average precision (dAP) resulting from two types
of errors (i.e., Cls, Loc) [2] is reported. The student model without
any distillation losses is denoted as “Baseline”, while the use of
Binary Classification Distillation Loss and the application of IoU-
based Localization Distillation Loss are denoted as “BCDL” and
“ILDL”, respectively.

ization Distillation Loss effectively reduced Loc errors but
did not contribute to reducing Cls errors. These results pro-
vide further evidence of the efficacy of Binary Classifica-
tion Distillation Loss and IoU-based Localization Distilla-
tion Loss in enhancing classification and localization per-
formance, respectively.

17182



5. Conclusion

Our study reveals the cross-task protocol inconsistency
is the reason behind the inefficiency of original classifica-
tion distillation in dense object detection. To solve this
problem, we present a novel Binary Classification Distil-
lation Loss. Besides, we design an IoU-based Localization
Distillation Loss for eliminating the need for specific struc-
ture. Experimental results demonstrate the effectiveness of
our proposed method, especially in improving classification
distillation performance. We expect that our work will pro-
vide valuable insights and encourage further research into
logit-based distillation methods.
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