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Figure 1. Our style transfer method produces impressive results when applied to a range of artistic styles. The method preserves the underlying structure of the source images while transforming them into the desired styles.

Abstract

Diffusion models have shown great promise in text-guided image style transfer, but there is a trade-off between style transformation and content preservation due to their stochastic nature. Existing methods require computationally expensive fine-tuning of diffusion models or additional neural network. To address this, here we propose a zero-shot contrastive loss for diffusion models that doesn’t require additional fine-tuning or auxiliary networks. By leveraging patch-wise contrastive loss between generated samples and original image embeddings in the pre-trained diffusion model, our method can generate images with the same semantic content as the source image in a zero-shot manner. Our approach outperforms existing methods while preserving content and requiring no additional training, not only for image style transfer but also for image-to-image translation and manipulation. Our experimental results validate the effectiveness of our proposed method. Code is available at https://github.com/YSerin/ZeCon.

1. Introduction

Style transfer is the task that converts the style of a given image into another style while preserving its content. Over the past few years, GAN-based methods such as pix2pix [19], cycleGAN [42], and contrastive unpaired image-to-image translation (CUT) have been developed [28]. Recently, joint use of a pretrained image generator and image-text encoder enabled text-guided image editing which requires little or no training of the networks [31, 6, 30, 14, 25].

Inspired by the success of diffusion models for image generation [16, 35], image editing [27], in-painting [1], super-resolution [5], etc., many researchers have recently investigated the application of the diffusion models for image-to-image style transfer [33, 36]. For example, [33, 34] proposed conditional diffusion models that require paired dataset for image-to-image style transfer. One of the limitations of these approaches is that the diffusion models need to be trained with paired data set with matched source and target styles. As collecting matched source and target domain data is impractical, many recent researchers have focused on unconditional diffusion models. Uncondi-
tional diffusion models have limitations in maintaining content due to the stochastic nature of the reverse sampling procedure that doesn’t explicitly impose content consistency. As a result, content and styles can change simultaneously, creating challenges for maintaining content.

To tackle this problem, the dual diffusion implicit bridge (DDIB) [36] exploits two score functions that have been independently trained on two different domains. Although DDIB can translate one image into another without any external condition, it also requires training of two diffusion models for each domain which involves additional training time and a large amount of dataset. On the other hand, DiffusionCLIP [24] leverages the pretrained diffusion models and CLIP encoder to enable text-driven image style transfer without additional large training data set. Unfortunately, DiffusionCLIP still requires additional fine-tuning of the model for the desired style. Furthermore, DiffuseIT [26] uses disentangled style and content representation inspired by the slicing Vision Transformer [37]. Although DiffuseIT has shown its superiority in preserving content, it still suffers from the trade-off between transforming the texture of images and maintaining the content. Also, an additional network is required for computing content losses in DiffuseIT.

To address this problem, here we propose a simple yet effective Zero-shot Contrastive (ZeCon) loss for diffusion models to transfer the style of a given image while preserving its semantic content in a zero-shot manner. Our approach is based on the observation that a pre-trained diffusion model already contains spatial information in its embedding that can be used to maintain content through patch-wise contrastive loss between the input image and generated images. Unlike DiffusionCLIP, our method doesn’t require additional training. In other words, we could effectively preserve the content in a zero-shot manner by leveraging the patch-wise contrastive loss. Furthermore, unlike DiffuseIT, our method achieves more accurate texture modification while preserving the content.

To demonstrate the effectiveness of our proposed method, we show a text-driven style transfer using CLIP [31]. However, our method can be extended for general guidance beyond text inputs. Furthermore, we demonstrate that our method can be applied to text-driven image-to-image translation and image manipulation tasks, illustrating its wide applicability.

2. Related Works

Image style transfer Neural style transfer [15] iteratively optimizes the content image to match the style image, which is time-consuming. Alternatively, adaptive instance normalization (AdaIN) [18] transfers the style of a source image to a target image by matching their feature statistics.

In contrast, pix2pix [19], CycleGAN [42], and CUT [28] use different mechanisms for content preservation. CycleGAN’s cycle consistency for content preservation is often too restrictive, while CUT maximizes mutual information between content and stylized images in a patch-based feature space. This maintains structural information while changing appearance.

CLIP model [31] has been shown to have semantic representational power resulting from a large-scale dataset of 400 million image and text pairs, which allows for text-driven image manipulation. StyleCLIP [30] uses CLIP and pretrained StyleGAN [22] to optimize the latent vector of the content input given a text prompt, but its image modification is limited to the domain of the pretrained generator. StyleGAN-NADA [14] proposes an out-of-domain image manipulation method that shifts the generative model to new domains. VQGAN-CLIP [6] demonstrates that VQGAN [11] can also be used as a pretrained generative model to generate or edit high-quality images without training. CLIPstyler [25] proposes a CNN encoder-decoder model that learns both content and style properties through patch-wise CLIP loss, allowing for image generation and manipulation beyond the domains of pretrained generators.

Diffusion models for image style transfer Diffusion models have become popular due to their impressive ability to generate high-quality images [16, 35]. Diffusion models have found application in various computer vision areas, including super-resolution [32], segmentation [2], image editing [1], medical image processing [23], and video generation [17].

This generative model works by progressively adding Gaussian noise through a Markov chain forward process. Then, a trained noise estimation model is used to generate clean samples from the latent noise through an iterative denoising process. Specifically, DDPM [16] directly samples $x_t$ from $x_0$ by adding Gaussian noise with $\beta_t \in (0, 1)$ at time $t \in [1, \ldots, T]$,

$$x_t = \sqrt{\alpha_t} x_0 + \sqrt{1 - \alpha_t} \epsilon$$

(1)

where $\epsilon \sim \mathcal{N}(0, I)$, $\alpha_t = 1 - \beta_t$, and $\sigma_t = \prod_{s=0}^{t} \alpha_s$. The reverse sampling process to generate a clean image is then given by:

$$x_{t-1} = \frac{1}{\sqrt{1 - \beta_t}} \left( x_t - \frac{\beta_t}{\sqrt{1 - \alpha_t}} \epsilon_\theta(x_t, t) \right) + \sigma_t \epsilon.$$  

(2)

where the neural network $\epsilon_\theta(x_t, t)$ is used to estimate the noise component, which can be viewed as a score function up to a scaling factor.
While noise $\epsilon$ can help to achieve sample diversity in DDPM, it may also lead to a loss of content in the context of style transfer. The repeated application of stochastic operations can result in images with completely different content, even if the intermediate latent space is the same for each image. The content can be preserved with DDIM [35] whose sampling process is:

$$x_{t-1} = \sqrt{\bar{\alpha}_t - \epsilon} \hat{x}_{0,t}(x_t) + \sqrt{1 - \bar{\alpha}_t} \epsilon \sigma^2_t \epsilon$$  \hspace{1cm} (3)

where $\sigma_t$ is the variance of noise which controls how stochastic the sampling process is, and $\hat{x}_{0,t}$ is a denoised image given by:

$$\hat{x}_{0,t}(x_t) := \frac{x_t - \sqrt{1 - \bar{\alpha}_t} \epsilon \phi(x_t, t)}{\sqrt{\bar{\alpha}_t}}.$$  \hspace{1cm} (4)

If we set $\sigma_t = 0$ in (3), the noise term $\epsilon$ is eliminated, which allows us to preserve the content successfully. However, in this case, the sampling process becomes deterministic, which results in preserving the style as well. This is not desirable for style transfer, as illustrated in Figure 3.

To preserve semantics in style transfer, Palette [33] used conditional diffusion models that require paired datasets for training $\epsilon_\theta(x_t, t)$. On the other hand, ILVR [4] attempted to generate diverse samples conditioned on the input image using unconditional models, but the stochasticity introduced by $\epsilon$ still posed a challenge, as shown in Figure 3. Unconditional models were also employed in DDIB [36], which used two independently trained score functions for different domains, and in DiffusionCLIP [24], which fine-tuned a pre-trained diffusion model using identity and style losses. However, both methods require training or fine-tuning diffusion models for each style domain. Furthermore, DiffuseIT [26] necessitates an auxiliary network for computing a content loss.

### 3. Main Contributions

**Sampling strategy**  
Similar to (3), DDPM can be also represented as

$$x_{t-1} = \sqrt{\bar{\alpha}_t - \epsilon} \hat{x}_{0,t}(x_t) + \sqrt{1 - \bar{\alpha}_t} \epsilon \sigma^2_t \epsilon$$  \hspace{1cm} (5)

if $\sigma_t$ is given by

$$\sigma_t = \sqrt{(1 - \bar{\alpha}_t - 1 - \bar{\alpha}_t) \sqrt{1 - \bar{\alpha}_t} / \bar{\alpha}_t}.$$  \hspace{1cm} (6)

We then define the loss function as follows

$$\ell_{total}(x) = \ell_{content}(x) + \ell_{CLIP}(x)$$  \hspace{1cm} (7)

where $\ell_{content}$ and $\ell_{CLIP}$ denote the content and style loss, respectively. Then, the denoised image estimate $\hat{x}_{0,t}(x_t)$ is supplemented with the gradient of the loss function:

$$\hat{x}_{0,t}(x_t) = \hat{x}_{0,t}(x_t) + \nabla \ell_{total}(x)|_{x = \hat{x}_{0,t}(x_t)}.$$  \hspace{1cm} (8)

Unlike DiffuseIT, which requires a substantial auxiliary network for computing content loss, our approach relies on a simpler but still effective content loss, as detailed below.
**Content preservation loss** In [28], it was demonstrated that the CUT loss effectively preserves structural information by maximizing the mutual information between input and output patches. Specifically, the original algorithm involves training an encoder to capture spatial information from the input. The resulting encoder features are then used to apply patch-wise contrastive loss, which utilizes the spatial information to preserve the contents.

Recent work by Baranchuk et al. [2] has shown that the U-Net noise predictor in the diffusion model contains spatial information. Therefore, a key contribution of this paper is to demonstrate that spatial features required for the CUT loss can be extracted from the diffusion model without additional training, as illustrated in Figure 2.

Specifically, at each reverse timestep \( t \in [t_0, 0] \), both the original image \( x_0 \) and the reverse sampled denoised image \( \hat{x}_{0,t} \) are forwarded to the noise estimator \( \epsilon_{\theta}(x_t, t) \). The encoder part of the estimator is used to extract feature maps \( z_l \) and \( \hat{z}_l \) for \( x_0 \) and \( \hat{x}_{0,t} \), respectively. To apply patch-wise contrastive loss, the pixels of the feature maps are randomly selected and used to calculate cross-entropy loss. Pixels from the same location are considered “positive” and their mutual information is maximized. Pixels from different locations, considered “negative”, have their mutual information minimized. This process can be expressed mathematically as:

\[
\ell_{\text{ZeCon}}(\hat{x}_{0,t}, x_0) = \mathbb{E}_{x_0} \left[ \sum_l \sum_s \ell(z^s_l, \hat{z}^s_l, z_{S\setminus s}^l) \right] \tag{9}
\]

Here, \( \hat{z}_l \) and \( z^s_l \) denote the \( l \)-th layer features from \( \hat{x}_{0,t} \) and \( x_0 \), respectively. \( s \) represents a spatial location in \( 1, \ldots, S_l \), where \( S_l \) is the number of spatial locations in feature \( z_l \). The cross-entropy loss is denoted by \( \ell(\cdot) \). By using the ZeCon loss in (9), we can maintain semantic consistency between the reverse sample denoised image \( \hat{x}_{0,t} \) and the original image \( x_0 \), preserving content information. More details can be found in the Supplementary material.

On top of the contrastive loss, we include the feature loss \( \ell_{\text{VGG}} \), which is the mean-squared error between the VGG feature maps of \( \hat{x}_{0,t} \) and \( x_0 \), and the pixel loss \( \ell_{\text{MSE}} \), which is the \( \ell_2 \) norm of the pixel difference between them.

\[
\mathcal{L}_{\text{content}} = \ell_{\text{ZeCon}}(\hat{x}_{0,t}, x_0) + \ell_{\text{VGG}}(\hat{x}_{0,t}, x_0) + \ell_{\text{MSE}}(\hat{x}_{0,t}, x_0) \tag{10}
\]

The weights for each loss function are hyperparameters which need to be chosen by users. The examples of these weights are given in the Supplementary material.

**Style loss** The CLIP model is trained on extensive language and image dataset which results in its great semantic power [31]. Thanks to this semantic capacity, we can generate images in diverse styles with only text prompts. The
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**Figure 3. An illustration on sampling schemes of four diffusion models for style transfer.**

CLIP loss for style guidance can be formulated as follows:

\[
\ell_{\text{CLIP}} = \ell_{\text{global}}(\hat{x}_{0,t}, p_{\text{target}}) + \ell_{\text{dir}}(\hat{x}_{0,t}, x_0, p_{\text{target}}, p_{\text{source}}) \tag{11}
\]

Here, the global CLIP loss \( \ell_{\text{global}} \) calculates the cosine distance in the CLIP embedding space between the generated image \( \hat{x}_{0,t} \) and the style prompt \( p_{\text{target}} \) [30] by

\[
\ell_{\text{global}}(\hat{x}_{0,t}, p_{\text{target}}) = D_{\text{CLIP}}(\hat{x}_{0,t}, p_{\text{target}}). \tag{12}
\]

Since the global loss suffers from mode collapse and corrupted image quality, the directional CLIP loss \( \ell_{\text{dir}} \) was proposed [14]. It aligns the direction in the CLIP embedding space between text and image pairs, which can be formulated as follows:

\[
\ell_{\text{dir}}(\hat{x}_{0,t}, x_0, p_{\text{target}}, p_{\text{source}}) = 1 - \frac{\| \Delta I \cdot \Delta T \|}{\| \Delta I \| \| \Delta T \|}
\]

where \( p_{\text{source}} \) denotes the source text prompt, and \( \Delta I = E_{\text{img}}(x_0) - E_{\text{img}}(\hat{x}_{0,t}), \Delta T = E_{\text{txt}}(p_{\text{source}}) - E_{\text{txt}}(p_{\text{target}}) \) for CLIP’s image encoder \( E_{\text{img}} \) and text encoder \( E_{\text{txt}} \). As the patch-based CLIP loss was proposed to enhance the generated images’ quality [25], we adopt the patch-based scheme in both \( \ell_{\text{global}} \) and \( \ell_{\text{dir}} \).

4. Experimental Results

4.1. Experimental setting

**Dataset** The images used as content reference are from FFHQ [21], CelebA-HQ [20], ImageNET [8], LSUN-Church [40], and CycleGAN dataset [42]. They contain images of human faces, objects, scenes, and churches. Furthermore, in order to evaluate the performance of our proposed model on the images from unseen domains, we utilize Wikiart dataset [7]. All the images are resized to 256 \( \times \) 256 for the diffusion models. For patch-based guidance, we randomly crop 96 patches from a source image and then apply
Figure 4. Comparison against GAN-based style transfer methods. When compared to four GAN-based methods, our approach achieves superior results in terms of style transformation and content preservation.

Diffusion models. We utilize the pre-trained unconditional diffusion model trained on ImageNET dataset with 256 × 256 image size [10] and the model trained on FFHQ dataset with 256 × 256 image size [4].

Either DDIM or DDPM method can be applied in our method during the forward and reverse diffusion steps. We basically adopt the DDIM strategy as the forward noising process and DDPM method as the reverse sampling. When \( T \) is the total time step, we respace the step size from \( T \) to \( T' \). Then with the source image \( x_0 \), we obtain the latent \( x_{t_0} \) from the forward diffusion process, where \( t_0 \in [0, T'] \). We choose \((T', t_0)\) as \((50, 25)\) as default when \( T = 1000 \). From this latent \( x_{t_0} \), the stylized output image is sampled through diffusion processes. This approach not only preserves more latent information from the source image, but also enables the image to be effectively converted to a new style. Additionally, by reducing the number of iterations required, inference time can be significantly reduced.

The sampling scheme is illustrated in Figure 2 and 3, and the comparative studies on the choice of \((T', t_0)\) are presented in the Supplementary material.

### 4.2. Comparative studies

Figure 1 shows that our method achieves outstanding results across various artistic styles. In addition, we perform comparisons with GAN-based and diffusion-based style transfer methods, respectively.

Comparison with GAN-based models For GAN-based models, we compare four state-of-the-art methods - StyleCLIP [30], StyleGAN-NADA [14], VQGAN-CLIP [6], CLIPstyler [25]. The results of the comparison are illustrated in Figure 4.

Our proposed model clearly outperforms other methods in terms of retaining content. The outputs generated by StyleCLIP and StyleGAN-NADA exhibit distorted results where non-face objects, such as hands or hats, are removed from the output images. While results from VQGAN-CLIP
Figure 5. Comparing three diffusion-based style transfer methods, our proposed approach stands out by allowing for style modulation from unseen domain images, which the other diffusion models cannot achieve.

<table>
<thead>
<tr>
<th>Methods</th>
<th>Photo domain</th>
<th>Unseen domain</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Content ↑</td>
<td>Style ↑</td>
</tr>
<tr>
<td>DiffusionCLIP</td>
<td>3.71</td>
<td>2.95</td>
</tr>
<tr>
<td>Ours</td>
<td><strong>4.76</strong></td>
<td><strong>4.71</strong></td>
</tr>
</tbody>
</table>

Table 2. User study results on comparison with DiffusionCLIP.

In contrast, our proposed method maintains structural information and retains hats and hands in the outputs, without crushing any details of the face, such as hairs or eyes. Additionally, our method generates outputs with feasible texture, unlike StyleCLIP which produces outputs that still look like photos, or StyleGAN-NADA which struggles to translate images into pop art style. Similarly, VQGAN-CLIP and CLIPstyler fail to generate Pixar and Uiyoe style images, while our method provides high-fidelity samples transferred into the styles of the target prompt.

Our proposed method’s superiority is further supported by quantitative evaluation. As shown in Table 1, our method achieves the highest scores in both user study and CLIP score. While StyleCLIP obtains the smallest face identity loss, this suggests that it preserves semantic information to such an extent that it fails to transform the style adequately. On the other hand, VQGAN-NADA and CLIPstyler overmodulate the images, resulting in significant content alteration. In contrast, our method achieves a balance between content preservation and style transfer. The CLIP score is calculated globally, as described in equation (12), and in a patch-based manner. Face identity loss is measured using ArcFace [9]. The same images used in the user study are used for the quantitative experiments.

Comparison with diffusion models We compared our proposed method with three diffusion-based models, DDIB [36], DiffusionCLIP [24], and DiffuseIT [26]. To evaluate the translation performance of DDIB between painting and photo domains, we trained a new diffusion model on the Wikiart dataset. For the photo domain, we used the pretrained diffusion models described above. The qualitative and quantitative results of the comparison are presented in Figure 5 and Table 2.
The third row of Figure 5 shows that DDIB suffers from identity loss, where the facial identity of the portrait is destroyed in the translation from portrait to photo domain. Moreover, the shape of the church is not well delineated in the output of DDIB. Additionally, diffusion models have to be trained for each new domain, which is a critical drawback of DDIB. Therefore, image translation from portrait to neon light style is not available with DDIB.

On the other hand, DiffusionCLIP shows relatively satisfying quality in translating photos into another style. However, when the input images are not well converted into the photo domain, the results from unseen domain images are unsatisfactory, as shown in the first and third columns of Figure 5. This is supported by user study results on DiffusionCLIP, as presented in Table 2, where the content score in unseen domains is 0.42 lower than the score in the photo domain. Furthermore, DiffuseIT shows the trade-off between style transfer and content preservation as shown in the fifth row of Figure 5. While changing the style of the source image, the facial identity is also modified. As demonstrated in the last column, the neon light is hardly seen when the shape of the church is well-preserved.

In contrast, our proposed method can stylize images not only from photo domains but also from unseen domains, such as portraits or paintings. The portrait is transformed into a photo while maintaining its facial identity, and the painting of a church is translated into neon light style while retaining small objects like a cross. These results are confirmed with user study results presented in Table 2, where the scores between the photo domain and unseen domains are highly similar. This means that our method can modulate images even from unseen domains. Regarding computational time, as shown in Table 4, our method is significantly faster than DiffusionCLIP. Additional examples are provided in the Supplementary material.

**Image manipulation**

Our proposed method not only excels in image style transfer but also has potential for other tasks such as simple image translation and manipulation. The qualitative results for image translation are shown in Figure 6, where our method can translate different animal species while preserving the details and maintaining the overall coherence of the image. In addition, our method can also change from apples to pumpkins or oranges, as shown in the second row of Figure 6.

Moreover, our method can also be used for image manipulation tasks, as demonstrated in Figure 7 and Figure 8. Figure 7 shows an example of changing the expression of animals, while Figure 8 shows an example of appearance manipulation such as age, gender and make-up. These results demonstrate the potential of our method for various image manipulation tasks.

We performed comparative studies using four alternatives: Plug-and-Play[38], InstructPix2Pix[3], EGSDE[41], and Pix2Pix-zero[29]. As illustrated in Figure 9, all images were effectively translated into the dog class. However, the outcomes from the comparative methods demonstrated inferior performance in identity preservation. In contrast, our proposed method excelled in maintaining the cat’s identity.

**4.3. Ablation studies**

**Roles of content losses**

To investigate the effectiveness of content guidance losses, we performed ablation studies. Our proposed content loss for guidance in (10) consists of three different losses, namely $\ell_{ZeCon}$, $\ell_{VGG}$, and $\ell_{MSE}$. To
examine the contribution of $\ell_{ZeCon}$, we eliminated it from the total content loss and compared the results with the complete content loss. In Figure 10, we observed that excluding $\ell_{ZeCon}$ resulted in a loss of structural details such as windows in the building outlines, even though the overall shape was preserved. This suggests that $\ell_{VGG}$ and $\ell_{MSE}$ alone are insufficient to preserve the fine-grained details of the content.

On the other hand, employing all three losses yielded the best results in terms of content preservation. The user study results, presented in Table 5, support the superiority of $\ell_{ZeCon}$ compared to $\ell_{MSE}$, $\ell_{VGG}$, and even the combination of both. This implies that $\ell_{ZeCon}$ effectively preserves the structural details while avoiding over-fitting. In summary, the ablation studies demonstrate the crucial role of $\ell_{ZeCon}$ in our proposed method for preserving the structural properties of the input images.

**Roles of style losses** We conducted ablation studies to investigate the role of each loss function in our style loss. The loss function consists of two parts, $\ell_{global}$ and $\ell_{dir}$, as shown in (11). To examine the contribution of each loss, we applied the loss functions individually and evaluated the results on three different styles - green crystal, neon light, and fire. The qualitative results are shown in Figure 11. We found that applying the directional CLIP loss in addition to the global CLIP loss led to more stylized images, as compared to applying the global CLIP loss alone. This implies that directional CLIP loss is more effective in modulating the style of images.

We also verified the role of patch-based guidance in our proposed method. We observed that using whole-image guidance tends to stylize the image in local parts, while patch-based guidance transforms the image into the given style by covering a large area. This is demonstrated in Figure 11, where the patch-based guidance is applied to stylize the entire background while preserving the foreground object.
Overall, the results of our ablation studies suggest that both $\ell_{\text{global}}$ and $\ell_{\text{dir}}$ are important for achieving high-quality style transfer results, and that patch-based guidance is effective in transforming images into a given style.

5. Conclusion

In this paper, we proposed a novel method for diffusion-based image style transfer without content changes using Zero-Shot Contrastive (ZeCon) loss. One of the major advantages of our method is that it is training-free and does not require additional training or data, which significantly reduces the computational time. Our experiments showed that contrastive loss with diffusion model leads to high capability in maintaining content while achieving effective stylization. Additionally, our method demonstrated potential for image translation and manipulation tasks. The limitations of our method are discussed in the Supplementary material.
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