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Abstract

Computer vision datasets frequently contain spurious
correlations between task-relevant labels and (easy to
learn) latent task-irrelevant attributes (e.g. context). Mod-
els trained on such datasets learn “shortcuts” and under-
perform on bias-conflicting slices of data where the corre-
lation does not hold. In this work, we study the problem
of identifying such slices to inform downstream bias mit-
igation strategies. We propose First Amplify Correlations
and Then Slice (FACTS), wherein we first amplify corre-
lations to fit a simple bias-aligned hypothesis via strongly
regularized empirical risk minimization. Next, we perform
correlation-aware slicing via mixture modeling in bias-
aligned feature space to discover underperforming data
slices that capture distinct correlations. Despite its simplic-
ity, our method considerably improves over prior work (by
as much as 35% precision@ 10) in correlation bias identifi-
cation across a range of diverse evaluation settings. Code:
https://github.com/yvsriram/FACTS.

1. Introduction

Real-world datasets frequently exhibit correlation bi-
ases, wherein a task-irrelevant attribute (say, the image
background) is correlated with the task label of inter-
est [1, 2, 3]. Consider the task of distinguishing images
of chickens from airplanes (see Fig. 1). Naturally, most
images of airplanes are in the sky, whereas chickens are
typically found on the ground. A naive classifier trained on
this biased dataset may conceivably learn to over-rely on the
(relatively easier to learn) background and consequently un-
derperform on bias-conflicting slices of the data (e.g. chick-
ens in the air). Indeed, deep models trained with standard
empirical risk minimization [4] are notorious for exploiting
such “shortcuts” [5, 6], which may have serious repercus-
sions in high-stakes applications like medicine [7, 8], face
recognition [3], and autonomous driving [9].

In this work, given a potentially biased dataset, we at-
tempt to automatically identify such bias-conflicting slices:
dataset subsets wherein the spurious correlation does not
hold. Such identification could inform downstream mitiga-
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Figure 1: Consider the task of classifying images of chick-
ens and airplanes. Real-world datasets typically also con-
tain spurious correlations between (easy to learn) task-
irrelevant attributes and labels: e.g. most airplane images
are airborne, whereas chickens are usually photographed on
the ground. Naively training on such a dataset would lead
to overfitting to the majority context within each class, and
to underperforming on bias-conflicting slices of data (e.g.
chickens in the sky). We study the problem of automati-
cally identifying such bias-conflicting slices (dashed ovals),
which can then inform downstream mitigation strategies.
Our method, FACTS, first amplifies correlations to learn a
context-aligned decision boundary, and then clusters sam-
ples that are confidently misclassified by this biased model
to uncover bias-conflicting slices.

tion strategies based on reweighting [10, 11, 12, 13, 14] or
annotating [15, 16, 17] more instances of underrepresented
populations. Importantly, such a method should be able to
discover slices that represent semantically coherent and dis-
tinct bias-conflicting subpopulations, that may optionally be
“named” (say, using an image captioning model [18]), and
presented to a practitioner.

Why is discovering bias-conflicting slices hard? Presum-
ably, one could annotate and control for potentially spuri-
ous attributes [19, 20, 21], but this is challenging to scale
to larger datasets. Further, tasks labels are sometimes spu-
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riously correlated with latent [6] attributes which may be
unknown apriori [22], or not correspond to a clean, “human-
interpretable” concept [23] to begin with!

Some recent works have focused on fully automated so-
lutions to this problem by posing it as a problem of dis-
covering systematic error modes on a held out validation
set (via “error-aware” mixture modeling [24] or distilling
model failures as directions in latent space [15]), or by us-
ing external pretrained models such as CLIP [25] for im-
age captioning [26]. However, we find that these methods
can either only diagnose a single bias-conflicting slice per-
class [15], fail to generalize to settings with severe correla-
tion bias [24], or do not control for the bias in the external
pretrained model [25, 26] itself. Further, by focusing exclu-
sively on failure modes, such methods may miss underrep-
resented subpopulations which an overparameterized model
may have memorized but still does not understand [27].

To address these limitations, we propose a simple algo-
rithm we call First Amplify Correlations and Then Slice
(FACTS). Our method first amplifies the model’s reliance
on the underlying spurious correlation by training with
heavily regularized empirical risk minimization. By do-
ing so, we force the model to fit a simple, bias-aligned hy-
pothesis that maximally separates bias-conflicting and bias-
aligned samples within each class, making them easier to
segregate. Next, we propose a novel slicing strategy, that
fits per-class mixture models in bias-amplified feature space
(to ensure correlation-aware clustering) with an additional
coherence prior (to ensure semantic coherence). By mak-
ing limited assumptions, our method is able to generalize to
challenging but practical evaluation settings not previously
considered in the literature [24, 15]: containing multiple mi-
nority groups per-class, or containing a class without a mi-
nority group. We make the following contributions:

¢ We study the problem of automatically discovering co-
herent and distinct slices of a dataset containing corre-
lation bias where the correlation does not hold.

* We propose FACTS, a novel two-stage algorithm that
clusters in correlation-amplified feature space to un-
cover bias-conflicting slices, without assuming access
to additional annotations.

* We report results for slice discovery on a range of
diverse evaluation settings constructed from the Wa-
terBirds [11], CelebA [28], and the newly introduced
NICO++ [29] datasets, and demonstrate strong gains
over prior work (with absolute gains of as much as
35% precision points across datasets!).

2. Related Work

Discovering Error Modes with Human Supervision. A
number of prior works [19, 30, 21] propose human-in-

the-loop approaches to characterize model failure modes.
Wong et al. [19] fits sparse linear layers over deep represen-
tations and asks human annotators to verify if the learned
features are spurious. Singla ef al. [20] have humans an-
notate spurious neural features from an adversarially robust
model for a few highly-activated images, that are used to
automatically annotate the remaining dataset. While effec-
tive, these methods require human supervision or are de-
signed for restricted model classes e.g. adversarially robust
models. In contrast, we propose a fully automated approach
for discovering correlation bias with minimal assumptions.

Automated Error Mode discovery. Recent works have
attempted unsupervised discovery of model failure modes.
Singla et al. [30] learn decision trees over feature represen-
tations of misclassified instances from an adversarially ro-
bust model. Domino [24] performs “error-aware” clustering
of cross-modal embeddings to discover error modes. Jain et
al. [15] distill model failures as directions in latent space
by learning an SVM classifier to identify consistent error
patterns. DrML [25] learns a task model on top of a multi-
modal embedding space, and uses text embeddings to probe
the model and identify visual error modes. However, these
works either assume knowledge apriori of an exhaustive set
of possible spurious attributes, or do not generalize to more
challenging use-cases (such as multiple bias conflicting at-
tributes per-class). In this work, we focus on the related
problem of discovering bias-conflicting slices of a dataset
wherein a spurious correlation does not hold. We propose
a novel approach that does not assume prior knowledge of
potential correlations and generalizes to a diverse range of
practical discovery scenarios.

Error Mode Discovery for Bias Mitigation. A few works
discover error modes as an intermediate step toward bias
mitigation. JTT [12] learns a model that upweights ex-
amples misclassified by a standard ERM model. LfF [13]
first emphasizes learning easy samples using a general-
ized cross-entropy objective, in conjunction with a debiased
model that upweights bias-conflicting datapoints identified
by the biased model. Recently, AGRO [32] uses an adver-
sarial slicing model for identifying a group assignment that
maximizes the worst-group loss. BAM [14] first amplifies
bias via introducing auxiliary variables and using a squared
loss and then learns a debiased model that upweights sam-
ples misclassified by the bias-amplified model. Finally,
MAPLE [33] implements a model agnostic, bi-level formu-
lation for effective sample re-weighting to improve out-of-
distribution performance. Our work also seeks to empha-
size the model’s reliance on spurious correlations to facil-
itate the discovery of correlation slices by encouraging a
bigger separation between bias-aligned and bias-conflicting
samples. Unlike prior works that simply upweight under-
represented subpopulations, we propose a novel algorithm
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Figure 2: First Amplify Correlations and Then Slice (FACTS). We seek to identify bias-conflicting slices of data where
a spurious correlation between a task-irrelevant attribute (e.g. background) and the task label of interest does not hold. In
the example above, this corresponds to airplane in water or land, while airplane in the sky forms a bias-aligned slice.
Stage 1: We first Amplify Correlations (AmCo), wherein we learn a simple bias-aligned hypothesis that maximally separates
bias-aligned and bias-conflicting samples within each class. Stage 2: Next, we perform Correlation-aware Slicing (CoS1),
wherein we perform clustering in bias-amplified feature space, using additional cross-modal CLIP [31] embeddings as a
semantic coherence prior. Finally, we present the top-k samples from each discovered slice to a practitioner.

based on bias-amplified clustering that can discover coher-
ent failure modes in diverse evaluation settings.

3. Method

Problem Formulation. Let X’ and ) denote input and out-
put spaces. Consider a classification task defined over a
labeled dataset D with samples (z,y) € D drawn from
X x ). Let A be the set of all spurious attributes across
X, where A = {ay,...,an,}. Let a;(z) € {0,1} indicate
the presence of an attribute a; (eg. sky, or road) for sample
x. We consider an attribute a as spurious if (i) it is eas-
ier to learn than the target label y (ii) its presence results in
the label predominantly assuming a particular value ¢, i.e.
a mostly dictates gy, that we denote as a = . Let M be
a mapping M : A — Y which matches each spurious at-
tribute to the label it mostly dictates. Formally, Va; € A
there exists a unique M (a;) € Y such that:

> (eyyep Hai(z) =landy = M(a;)]
> zep @i(7) 2B

where (3 is very large (in our experiments, typically > 0.7).

We consider dataset D as containing correlation bias if
there exists at least one such spurious attribute. We further
assume that all samples have at most one spurious attribute.
For a given attribute-label pair (a;,y*), let s(a;, y*) denote
a dataset slice satisfying it: s(a;,y*) = {z | V(z,y) € D :

(1

y = y* and a;(z) = 1}. Assuming that the set of labels, )
is known and the set of attributes, A is unknown. Our goal
is to identify the set of bias-conflicting slices S:

S ={s(a,y) | Yy € Y,Vac A: M(a) # y}

We now introduce our method, First Amplify
Correlations Then Slice (FACTS), a two-stage algo-
rithm that automatically identifies coherent bias-conflicting
slices of the data by first Amplifying Correlations (AmCo),
followed by Correlation-aware Slicing (CoSi).

3.1. First: Amplify Correlations (AmCo)

Consider dataset D with a spurious correlation a = y.
Let hy denote a model parameterized by W trained on
this dataset with empirical risk minimization (ERM) [4].
Normally, hyy will learn a “shortcut”[5] for predicting y
largely based on the spurious attribute a. Intuitively, a per-
fectly bias-aligned decision boundary that solely utilizes y
to predict a, would yield a feature space in which within-
class bias-aligned and bias-conflicting samples are maxi-
mally separated (e.g. chicken in the sky v/s the air in Fig. 1).
Naturally, such a feature space will be highly conducive to
segragating bias-conflicting and bias-aligned slices.

In practice however, hyy may have a high model capacity
and learn both task-relevant and irrelevant features, rather
than learning a perfectly bias-aligned decision boundary
[34]. To overcome this, we propose to amplify the model’s
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reliance on the spurious attribute a by restricting its capac-
ity, forcing it to learn a simple hypothesis. In practice, we
achieve this by setting the weight decay rate \ to a large
value during training. We amplify correlations and learn a
model hyy by minimizing:

argmin E )balD»CCE(hW(x)ﬂ

W () y)+ AW @)

where Lo p represents a cross-entropy loss and bal denotes
class-balanced sampling, which is required to prevent pre-
dictive mode collapse to a single class (the model learning
to only predict the majority class).

Restricting model capacity by A. Recall that our goal in
this first phase is to learn a model that fits only bias-aligned
samples with high confidence and confidently mispredicts
bias-conflicting samples. To find a value of A that will re-
sult in fitting such a model, we run a hyperparameter sweep
across a range of values and for each value retrieve a check-
point Ay -(y) corresponding to the point at which training
accuracy peaks. We limit our search to maximum training
accuracy to be able to fairly compare models with varying
model capacity by ensuring that each model has fit its train-
ing data ‘optimally’. For a given sample (x,y) € D, let the
likelihood of the correct label y under a model hyy be:

L(hw,z,y) = softmax(hw(z))[y]

We compute oanco (A), which measures the average per-
class variance in £(hyy- )T, y). Let D, denote the subset
of data samples belonging to class ¢ € ). We compute:

[

Tasco(N) = 35 2 Z SVar (S, ey)] )

We pick a value A=\* that maximizes oapc, (A), and use
the corresponding model checkpoint hpnco = Ry« (x+) for
the next phase of our method. Intuitively, oanc, captures
the separation between features for bias-aligned and bias-
conflicting samples within a class: a high value indicates
large separation, which indicates that the model has learned
a heavily bias-aligned decision boundary (see Fig. 1, and
empirical verification in Sec. 4.5), a property we explicitly
leverage in the next stage of our method.

Fig. 2 (left) illustrates the AmCo phase, wherein we learn
a simple bias-aligned model that separates bias-aligned and
bias-conflicting slices within each class. Conveniently, by
simply ordering samples in ascending order of their likeli-
hood of belonging to the ground truth class under the model,
we can now identify bias-conflicting samples. While use-
ful, this does not however discover coherent slices of data
or segregate distinct majority (or minority) groups within a
class when more than one exists. To address this, we per-
form Correlation-aware Slicing in the feature space of the
bias-amplified model haqco-

3.2. Then: (Correlation-aware) Slicing (Cosi)

To discover distinct and coherent bias-conflicting slices
for each class, we fit a correlation-aware mixture in the bias-
amplified feature space learned by hay,co. To prevent any
inter-class contamination of slices, we opt to fit a separate
mixture model for each class.

The mixture model assumes that the slice member-
ship of samples is modeled using a categorical distribution
S ~ Cat(p) with parameters p = [p1,p2...p;], where

Zf 1pi = 1. Here, p; gives the membership probability
the mixture model assigns to the i‘" slice. We additionally
model two sets of priors:

i) correlation prior, which we set to the predictive distribu-
tion (logits) from the biased model hanco(2;). The correla-
tion prior encourages grouping together samples for which
the biased model makes similar predictions; intuitively, for
each class this corresponds to grouping together all bias-
aligned (or all bias-conflicting samples). For each slice
S0U), we model the biased predictions B as a multivariate

Gaussian distribution N/ (M(J ) E(j ))
(i1) coherence prior, which for sample x; is obtained using
cross-modal (CLIP [31]) embeddings z; = g(x;), which en-
forces that slices correspond to semantically coherent con-
cepts. Additionally, this prior also makes the slices discov-
ered by our method amenable to automated captioning [ 18]
(see Figure 5) and prompt matching [24, 15] using CLIP.
For each slice S¢) where j = {1, ..., k}, we fit a multivari-
ate Gaussian distribution, NV (p, 2 )
Letm — {{uﬁﬂ 56 9, Eg)}’f 1
j=
of all parameters of the multivariate distributions, where k
is the number of slices predicted for each class. In total,
we represent the full set of mixture model parameters for a
class by ¢ = [p,m]. We fit ¢ so as to maximize the log-
likelihood I(¢) on the validation set D,,,; using expectation
maximization (EM) [35], which is given by:

] denote the set

|Dual|

ZlogZ[ P(SY =1)P(Z = 2|SY =1)

P(B =hy(w)|SY =1)°], @

and « controls the trade-off between the coherence and cor-
relation priors. After fitting the per-class mixture models,
we perform inference to generate slice assignments, rank
slices in increasing order of model accuracy, and present
the top-k samples from the lowest performing slices to a
practitioner for further intervention.

4. Experiments

In this section, we first describe our evaluation set-
tings (Sec. 4.1).  We then present details of base-
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#Train #BC Class

Dataset samples  #Classes  slices imbal.  Corr. (%)
Waterbirds 4795 2 2 29 95
CelebA 162770 2 1 5.7 98
NICO++72 9349 6 30 29 75
NICO++20 8209 6 30 3.5 90
NICO++9% 7839 6 30 3.8 95

Table 1: Summary of evaluation settings. We study a di-
verse set of settings, including practical settings not consid-
ered in prior work: having no bias-conflicting slice for a class
(CelebA), or having multiple bias-conflicting slices per-class
(NICO++). Class imbalance is the ratio of the number of sam-
ples for the largest class to the smallest class. Correlation is the
average % of samples for a given spurious attribute that con-
tain the correlated majority label. (BC=bias-conflicting, Class
imbal.=Class imbalance, Corr.=Correlation).

lines (Sec. 4.2) and quantitative results with our method
(Sec. 4.3), followed by an ablation study (Sec. 4.4) and anal-
ysis (Sec. 4.5).

4.1. Evaluation settings

We evaluate our method across diverse correlation set-
tings that vary in the number of classes, the number of
bias-conflicting slices per class, the degree of label im-
balance across classes, and the strength of spurious cor-
relation (measured by degree of group imbalance within
classes). We describe each setting below, and present sum-
mary statistics in Table 1.

Waterbirds [ ] consists of crops of landbirds and water-
birds [36] superimposed on water and land backgrounds
from the Places [37] dataset. The task of interest is to dis-
tinguish between waterbirds and landbirds, where the back-
ground (water/land) is spuriously correlated with the label
(waterbirds/landbirds respectively). The correlation biases
here are water == waterbirds and land = landbirds, re-
sulting in two bias-conflicting slices (waterbirds in land and
landbirds in water).

CelebA [28] contains images of celebrity faces annotated
with various attributes such as gender, baldness, facial ex-
pression, and hair color. We use the entire training set of
CelebA and consider the task of classifying images of peo-
ple as either blonde or not blonde, using splits proposed in
prior work on bias mitigation [12, 14]. The training set has
a male == not blonde spurious correlation resulting in a
single bias conflicting slice corresponding to blonde males.
NICO++ [29] consists of real-world images of concepts
(eg. dog, bike, and wheat) appearing in different contexts
(eg. grass, water, and beach). Context annotations for six
contexts (dim lighting, outdoor, grass, rock, autumn, water)
have been made public, and we use these to generate train-
ing, validation, and testing splits to simulate controlled cor-
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Figure 3: Effect of correlation strength. We plot
validation set accuracy of an ERM model trained on
each of our proposed NICO++2, NICO++° and
NICO++75 settings. Accuracies of bias-conflicting
(dashed) and bias-aligned (solid) slices are shown
separately. We observe that the accuracy gap between
bias-aligned and bias-conflicting slices widens as the
the correlation strength increases (BC=bias conflict-
ing slices, BA=bias aligned slices, N*=NICO++7%).

relation settings for 6-way classification. We report on three
such settings that we denote by NICO+-+22, NICO++?°
and NICO++"°, where the superscript denotes the degree
to which each context is spuriously correlated with its cor-
responding class. As this correlation increases, the accuracy
gap between bias-conflicting and bias-aligned slices of data
widens (see Fig. 3).

Metrics. Following Domino [24], we employ
Precision@k for evaluation, which measures how
accurately a slice discovery method is able to segregate
the bias-conflicting slices. Assume S = {si,s2,...5}
to be the set of ground truth bias-conflicting slices in
a dataset D. Let the slices predicted by an algorithm
Abe S = {51,82,...8,,}. For a predicted slice §;,
let O; = {0j1,052...0n} give the sequence of sample
indices ordered by decreasing likelihood of the sample x
belonging to the current slice. Given a ground truth slice
s; and a predicted slice 5;, we compute their similarity:
Py(si,85) = %Zle 1[xz,;, € s;]. Each ground truth
slice s; is then mapped to the most similar predicted
slice using argmax .o Py(si,s). We then average the
similarity score between the ground truth slices and their
best-matching predicted slices. Specifically, for a slice
discovery algorithm A we compute:

Precision@k(A Zgnel[ani(]Pk si, 85)

In addition, to solely evaluate the effectiveness of the
first phase of our method (Sec. 3.1) at ranking samples in
order of their bias alignment, we compute Avg—AP: For
each class containing a bias-conflicting slice, we compute
the Average Precision (AP) score that measures how good a
given ranking is at separating bias-conflicting samples from
the bias-aligned samples. We then average across classes to
obtain Avg—AP.
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Method Waterbirds CelebA NICO++7® NICO++?° NICO++%
FD[15] 0.9 0.7 0.19 0.19 0.19
Domino [24] 1.0 0.9 0.24 0.25 0.27
FACTS (ours) 1.0 0.9 0.56 0.60 0.62

Table 2: Our method results in better discovery of correlation slices across settings. We report Precision@10
(best=1.0) for retrieving ground truth bias-conflicting slices on the test set.

Implementation details. For all datasets, we train
ResNet50 [38] models using an SGD optimizer with a mo-
mentum of 0.9 and batch size of 64 starting from super-
vised ImageNet [39] initialisations. Following [12], we
train models for 300 epochs on Waterbirds and 50 epochs
on CelebA. On NICO++, we train for 25k steps. For
CelebA and Waterbirds, we follow prior work [12] and
use a learning rate of 1072 and weight decay of 10~* for
training the ERM models used by our baselines. We use
a learning rate of 10~° for training bias-amplified mod-
els hanco. For weight decay, we sweep over the range
[1073,1072,1071, 1.0, 2.0] using the strategy described in
Sec. 3.1. For CoSi, we run expectation maximization [35]
for 100 steps or until the log-likelihood increases by less
than 10~7 in successive steps. We set the number of slices
per class, ktoa large value of 36. We use a full covari-
ance matrix for modeling the covariance of B | S7=1 ),
while we follow prior work [24] to restrict the covariance
matrix of Z | S7=1 (3,) to be diagonal. Further, we use a
non-negative regularization of J,, on the diagonal elements
of ¥,,.

4.2. Baselines

We compare against the following slice discovery methods:
i) Domino [24] discovers slices by fitting an “error-aware”
mixture model to a combination of multi-modal (CLIP [31])
embeddings of validation set examples, ERM model pre-
dictions, and labels. While the second phase of our method
is motivated by Domino, there are some important distinc-
tions: Domino does not use bias amplification, fits a single
mixture model across classes with an additional soft con-
straint on class membership, and models a categorical dis-
tribution over the predicted labels (rather than using the full
set of logits from the bias-amplified model, see Sec. 3.2).

ii) Failure Directions (FD) [15] trains an SVM (per-class)
to predict whether a standard ERM model would misclas-
sify a given validation sample. The distance to the per-class
SVM boundary is then used to score samples on an eval-
uation set. However, unlike FACTS, this method is con-
strained to retrieving only a single failure mode per-class.

4.3. Results

In Table 2, we compare the performance of our method
to Domino [24] and Failure Directions [15] (FD) for dis-

covering bias-conflicting slices on the test set of the Water-
birds, CelebA, and NICO++ datasets. Following Domino,
we measure precision at k = 10. A high-precision slice
of 10 images will likely be representative of a given bias-
conflicting mode while still being of manageable size to be
presented to a practitioner for intervention.

On Waterbirds and CelebA, our method achieves
Precision@k of 1.0 and 0.9 respectively on the test set,
matching prior work [24].

On the other hand, we see significant gains (>+0.37)
on the more challenging NICO++ settings. Recall that
these settings contain a controlled degree of correlation with
multiple (5) bias-conflicting slices per class. As expected,
FD [15] underperforms in this challenging setting as it can-
not generalize to > 1 minority group per-class. Somewhat
surprisingly, we find that Domino [24] also underperforms
in this setting despite containing a clustering phase, presum-
ably because it does not operate in bias-amplified feature
space, models a less informative prior, and employs a soft
class assignment.

1.0 Plants class 1.0 Landways class
0.8 0.8
e c
20.6 20.6
a2l L)
(9} 9]
2o0.4 0.4
o o
0.2 0.2 \
0.0 0.0

(=)

200 400
Samples retrieved

0 200 400
Samples retrieved

—— Ours (Avg-AP=0.31)
FD (Avg-AP=0.20)

—— Standard ERM (Avg-AP=0.14)
—— Random Sampling (Avg-AP=0.06)

Figure 4: Classwise Precision for retrieving bias-
conflicting samples from Plants and Landways classes in
NICO++% setting as the number of retrieved samples
changes. The legend gives the Avg—AP scores for the dif-
ferent methods being compared.

Evaluating Bias Identification. We now evaluate the ef-
fectiveness of the first stage of our method, AmCo at simply
identifying bias-conflicting samples, without having to sep-
arate them into distinct categories. Recall that AmCo can
conveniently identify bias-conflicting samples by retriev-
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ing samples that have a low likelihood of belonging to the
ground truth class under the bias-amplified model. To do
so, we follow [15] and plot per-class precision at retrieving
bias-conflicting samples for two classes in NICO++%, as
a function of the number of samples retrieved. We com-
pare against Failure Directions [ 5] (FD), using per-sample
ground truth confidences under a standard ERM model, and
random sampling from the base population.

Figure 4 shows results. For both plants and landways
classes, we see that for retrieving more than a few samples,
AmCo consistently outperforms all methods, and obtains the
best Avg—AP (+0.11 higher than the next best).

4.4. Ablations

Ablating AmCo. We now ablate the first stage of our pro-
posed method and report Avg—AP on NICO++22, We find:
> Amplifying Correlations improves retrieval (Table 3a,
Row 1 v/s 5). We first compare our method against re-
trieving samples with a low confidence of belonging to the
ground truth class under a standard ERM model, without
any amplification. We find that bias amplification signifi-
cantly boosts retrieval (+0.17 Avg—AP), validating our hy-
pothesis that such amplification increases feature separa-
tion.

> Our proposed amplification strategy outperforms
competing methods (Table 3a, Row 2-4 v/s 5). We com-
pare against alternative loss objectives: i) GCE [13], ii) Li et
al. that combine a squared loss with an additional auxil-
iary variable, iii) A simple linear probing [40] amplification
strategy where we update only the classifier head and freeze
all other parameters. On NICO++%%, we observe that our
strategy outperforms the next best BA method by +0.06.

Method Avg-AP

Method Avg—-AP
None (ERM) 0.14 Max val ClassDiff [14]  0.06
GCE[13] 0.13 Max val acc. (Ours) 0.31
Linear probe 0.25 Max train acc. (Ours) 0.31
Sq. loss + Aux var. [14]  0.22
Ours 0.31 Oracle 0.36

(a) Varying amplification. (b) Varying stopping criterion.
Table 3: Ablating AmCo. We report Avg—AP at retrieving
bias-conflicting samples on the NICO-++%° train set.

> Maximum training accuracy is an effective stopping
criterion. (Table 3b) Recall that for retrieving bias-
conflicting samples, we seek to identify a snapshot in train-
ing at which bias amplification is large, and in our experi-
ments we pick the point at which training accuracy peaks.
To evaluate whether this is a reasonable stopping criterion,
we compare against alternatives: i) maximum validation ac-
curacy, ii) maximum ClassDiff, adapted from Li ef al. [14]
which finds the average difference in model validation ac-

Objective Precision@10
CLIP 0.38
Predicted logits 0.58
Predicted label 0.26
CLIP + Predicted label [24] 0.38
CLIP + Predicted logits (Ours) 0.62

Table 4: Ablating CoSi. We report Precision@10 at
identifying bias-conflicting slices on NICO++95.

curacy between all class pairs (ClassDiff), to be strongly
anti-correlated with worst-group accuracy, following which
we pick the point with the highest ClassDiff / lowest worst-
group accuracy, indicating maximum amplification, and iii)
an oracle strategy that picks a model corresponding to the
best retrieval. We find that using maximum training or val-
idation accuracy both perform well and reach within 0.05
AP of oracle retrieval.

Ablating CoSi. Now In Table 4 we try variations of
our proposed mixture modeling strategy CoSi, and report
Precision@10 on NICO++%. We find that dropping
either term of our objective in Eq. 4 (distribution on logits
within a slice or distribution on embeddings within a slice)
degrades precision. Further, we compare with using only
the predicted label rather than the complete logits distribu-
tion as done in Domino [24]; we find that this signficantly
drops performance (-0.24 Precision@10). We hypothe-
size that this is because the logits distribution is more infor-
mative, which may be helpful in identifying bias-conflicting
samples on which the model does not fail.

4.5. Analysis

Qualitative results. While our method uncovers coherent
slices corresponding to dataset correlations, in practice it
is important to be able to identify a small subset of co-
herent, bias-conflicting slices that may be presented to a
practitioner. To do so, we order slices by validation accu-
racy (least to most). Fig. 5 shows slices discovered by our
method on the bird class of NICO++%°, which is spuri-
ously correlated with the grass context. For each predicted
slice, we visualize the top-10 samples ranked based on their
likelihood of belonging to the slice. We observe that FACTS
is able to uncover coherent bias-conflicting slices, which we
name using the strategy described in Kim et al. [26] to ob-
tain slice descriptions like birds: water, birds: sunset and
so on. We note that these bias-conflicting slices also cor-
respond to failure modes for the model (evidenced by low
accuracy). On the right, we visualize a bias-aligned slice
discovered by FACTS (birds in grass (#6)), which can be
easily filtered out based on its high validation accuracy (in
this case, 100%).

Measuring bias amplification. @ To verify that our
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Figure 5: Slices discovered by FACTS. We present the top-10 samples in slices predicted by our method for the bird class
from NICO++?°, ordered in increasing order of model accuracy. The ground truth correlation in this case is grass == bird,
and so our goal is to discover dataset slices wherein this correlation does not hold. As shown, the first two slices discovered by
FACTS correspond to two distinct and coherent bias-conflicting slices — bird in water and bird at sunset (slice name obtained
by extracting frequent keywords from a generated caption [1&]). On the right we show an example of a bias-aligned slice
discovered by our method, which may easily be discarded by filtering based on accuracy.

Avg. classwise AP
0.22 0.24 0.26 0.28 0.30 0.32
I | |

8.5 9.9 9.7 11 23 10

(1000x)

Oamco (/\ )

0.0001 0.001 0.01 0.1 1.0 2.0

Weight decay (A)

Figure 6: Validating )\ tuning strategy. We plot the
Avg-AP (color, darker is higher) across A values along with
the corresponding variance in confidence oanc, (inscribed
values), at the point where training accuracy peaks. As seen,
this best Avg—AP is achieved at the X that maximizes o co.

bias-amplification strategy indeed results in learning a
bias-aligned decision boundary, we compute the differ-
ence in training accuracies of the actual bias-aligned
and bias-conflicting slices per class (GT-Acc-gap). On
NICO-++%, we find that GT-Acc—gap strongly correlates
with Avg—-AP on NICO++7° (Pearson coefficient 0.85),
verifying that bias amplification does indeed lead to better
retrieval. Further, our bias amplified model A, ¢, achieves a
GT-Acc—gap of 0.23 (at the maximum training accuracy),
while a standard ERM model achieves GT-Acc-gap of
0.001 (at its maximum training accuracy): clearly, our

AmCo strategy successfully amplifies correlations.

Validating weight decay tuning strategy. Recall from
Section 3.1 that we choose the weight decay value that
maximizes the per-class average of variance in the likeli-
hood of the ground truth label under the model, at the point
where the training accuracy is maximum (oanco). In Fig. 6,
we compute oy, across a range of A values and verify that
the best Avg—AP is indeed achieved at the maximum o yco.

Precision@k for different values of k. We per-
form our primary evaluations (Table 2) using the
Precision@10 metric (Sec. 4.1). We additionally bench-
mark Precision@k across a range of values of k in
Fig. 7. For Waterbirds, Precision@k of FACTS remains
relatively stable, even for large values of k that match the
total number of bias-conflicting samples per slice (642). In
the case of NICO++75, we observe that FACTS performs
better than Domino [24] across different values of k.

Additional slice evaluation metrics. We evaluate the qual-
ity of slices predicted by different methods using a few ad-
ditional metrics in Table 5. For each ground truth slice with
[ samples, we compute Recall@ 3 and AP score obtained
by the best matching predicted slice (see 4.1 for details on
how ground truth slices are associated to predicted slices).
We average these metrics across slices to obtain Avg. Slice
Recall and Avg. Slice AP. As seen, FACTS predicts slices
that achieve better recall and AP compared to Domino [24].

4801



1.0 — FACTS 107
= . X T ~——
® Domino ®
c C
o o
205 /\ 205
19 9]
] @ —— FACTS
o o
Domino
00— 20 30 40 %% 200 400 600
Value of k Value of k
(a) NICO++2° (b) Waterbirds

Figure 7: Precision@k for different values of k. We
plot the Precision@k obtained by Domino [24] and
FACTS. as k varies for NICO++25 and Waterbirds.

Evaluating slice ordering. The Precision@k metric
(proposed by Domino [24]) only evaluates the ability of
slicing algorithms to predict a matching slice for every
ground truth slice. However, it does not evaluate their abil-
ity to separate the bias-conflicting slices from bias-aligned
slices. As in Figure 2, we order the predicted slices by in-
creasing validation accuracy. We additionally call a pre-
dicted slice as “bias-conflicting” if at least 6 out of the top-
10 samples of that slice are bias-conflicting. We use Slice
Ranking AP to evaluate the extent to which the ordering
places slices marked as “bias-conflicting” on top. We ob-
serve that bias-conflicting slices predicted by FACTS can be
better separated using validation accuracy when compared
to Domino [24] (Table 5).

Method Avg. Slice  Avg. Slice Slice
Recall AP Ranking AP
Domino [24] 0.15 0.24 0.92
FACTS 0.34 0.40 0.97
Table 5:  Additional metrics. In addition to

Precision@k ([24]), we use Avg. Slice Recall/AP
and Slice Ranking AP to evaluate the slice quality and slice
ordering respectively on NICO++%5.

In the supplementary, we present additional analysis for
the sensitivity of our clustering strategy to its hyperparame-
ters (we find it to be relatively stable), as well as additional
qualitative results and ablation studies.

5. Discussion

We propose novel algorithm for automatically discover-
ing correlation bias, that first amplifies correlations to learn
a context-aligned decision boundary and then clusters in-
stances in this bias-amplified feature space to uncover se-
mantically coherent bias-conflicting slices. We show that
despite its simplicity, our method significantly outperforms
prior work across a diverse set of evaluation settings.
Limitations. We focus on identifying only correlation bias,

and leave the discovery of other types of bias (e.g. due to
mislabeled or ambiguous examples) to future work. Further,
we make certain simplifying assumptions, e.g. a datapoint
does not contain multiple spurious attributes. Finally, we
restrict experiments to ResNet50 [38] architectures trained
with SGD in this work. Despite these limitations, we en-
visage that our work will be useful in identifying spurious
correlations across a broad range of real-world settings.
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