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Abstract

Due to their highly structured characteristics, faces
are easier to recover than natural scenes for blind image
super-resolution. Therefore, we can extract the degrada-
tion representation of an image from the low-quality and
recovered face pairs. Using the degradation representa-
tion, realistic low-quality images can then be synthesized
to fine-tune the super-resolution model for the real-world
low-quality image. However, such a procedure is time-
consuming and laborious, and the gaps between recovered
faces and the ground-truths further increase the optimiza-
tion uncertainty. To facilitate efficient model adaptation to-
wards image-specific degradations, we propose a method
dubbed MetaF2N, which leverages the contained Faces
to fine-tune model parameters for adapting to the whole
Natural image in a Meta-learning framework. The degra-
dation extraction and low-quality image synthesis steps are
thus circumvented in our MetaF2N, and it requires only
one fine-tuning step to get decent performance. Consid-
ering the gaps between the recovered faces and ground-
truths, we further deploy a MaskNet for adaptively predict-
ing loss weights at different positions to reduce the impact of
low-confidence areas. To evaluate our proposed MetaF2N,
we have collected a real-world low-quality dataset with
one or multiple faces in each image, and our MetaF2N
achieves superior performance on both synthetic and real-
world datasets. Source code, pre-trained models, and
collected datasets are available at https://github.
com/yinzhicun/MetaFZ2N.

1. Introduction

With the development of dataset construction, net-
work design, and many other relevant methods, blind im-
age super-resolution (SR) [9, 33] has acquired enormous
progress in recent years. To construct pairwise low-/high-
quality samples for training the image SR models, typically
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one can capture low- and high-quality pairs by adjusting
the focal length of cameras [5, 55, 61] and shooting dis-
tance [8], or synthesize low-quality images via degradation
modeling [26, 51, 59]. However, these methods can only
cover a limited and biased range of degradations, which is
insufficient for real-world applications. Besides, most ex-
isting blind image SR methods [51,59] train a static model
for all testing scenarios, greatly limiting their flexibility and
generalization ability.

In order to break the restriction of limited training sets,
self-supervised learning has been introduced to train a
model for each low-quality image, without requiring pair-
wise ground-truths [10, 42, 47]. Although these methods
exhibit a great deal of flexibility, they largely rely on cer-
tain priors or assumptions, showing inferior image SR per-
formance. Recently, Li et al. [26] reached a better com-
promise on the requirement of ground-truths and proposed
ReDegNet by leveraging the faces contained in natural im-
ages. In specific, the face regions in a real-world low-
quality natural image are processed via blind face SR meth-
ods [36, 50, 57, 63], which have achieved appealing re-
sults thanks to the highly structured characteristics of faces.
Then, the low-quality and recovered face pairs can be uti-
lized to model the degradations in the image. Finally, more
low-quality images are synthesized with the degradation
representations for fine-tuning the SR model. With the
above design, ReDegNet [26] is flexible to process a sin-
gle image or a batch of images with diverse degradations.

Although ReDegNet [26] achieves superior SR perfor-
mance, especially in specific scenarios (i.e., fine-tuning
with faces within the test image), there are still several
limitations. On the one hand, the training procedure is
time-consuming and computationally intensive, where the
modules for degradation representation extraction and low-
quality image synthesis are jointly optimized. Furthermore,
when the model is intended to deal with a single low-quality
image, it is difficult to determine when to terminate the
training process for avoiding under-fitting or over-fitting.
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On the other hand, even though the faces processed by the
blind face restoration methods show appealing quality, there
inevitably exist gaps between the recovered faces and the
real ground-truths. Such gaps may affect the degradation
representation accuracy and further hamper the training of
the SR model. These problems have a large impact on the
SR performance, especially when the model is fine-tuned
for image-specific super-resolution.

To remedy the aforementioned problems regarding train-
ing efforts and data gaps, we propose an efficient and effec-
tive method dubbed MetaF2N. In specific, the SR model
directly fine-tunes the parameters from the low-quality and
recovered face pairs, then uses the fine-tuned parameters
to process the whole natural image. As such, the cumber-
some degradation extraction and low-quality image synthe-
sis steps are circumvented in our method, which avoids the
interference of degradation modeling errors. In order to
stabilize and accelerate the fine-tuning process during in-
ference, we adopt the model-agnostic meta-learning [11]
framework in the training phase, resulting in a much more
practical model adaptation procedure that can be finished in
a single fine-tuning step.

Additionally, considering the gaps between low-quality
faces and that processed by blind face restoration methods,
we argue that treating all pixels equally will magnify the ef-
fect of the errors. Therefore, we further deploy a MaskNet,
which adaptively predicts loss weights for different posi-
tions, to fulfill that the recovered face regions more similar
to the ground-truths are assigned with higher loss weights.
Ideally, the weight map should be extracted from the re-
covered faces and the ground-truths. Unfortunately, the
ground-truths are unavailable during inference. Consider-
ing that predicting the loss weight map is similar to the im-
age quality assessment (IQA) task, following the idea of
degraded-reference IQA methods [2, 62], the MaskNet in-
stead takes the low-quality and recovered faces as input.
According to our observation, typically the areas closer to
the ground-truth are assigned with larger weights and vice
versa, which is consistent with the intuitions.

For evaluating the proposed MetaF2N, we have con-
structed several synthetic datasets based on FFHQ [21]
and CelebA [34]. To further show the effectiveness under
real-world scenarios, we have also collected a real-world
low-quality image dataset from the Internet and existing
datasets, namely RealFaces200 (RF200), which contains a
single face or multiple faces in each image. Extensive ex-
periments show that our MetaF2N achieves superior perfor-
mance on both synthetic and real-world datasets.

In summary, the contribution of this paper includes,

* We propose an efficient and effective method dubbed
MetaF2N for blind image super-resolution, which
takes advances of blind face restoration models and
learns model adaptation from the face regions with

only one fine-tuning step.

* Considering that the gaps between faces recovered by
blind face restoration methods and the ground-truth
ones may result in an inaccurate degradation model-
ing, a MaskNet is introduced for confidence prediction
to mitigate the effect of the gaps.

* A real-world low-quality image dataset with one or
multiple faces in each image is collected, which will be
helpful for face-guided blind image super-resolution.

2. Related Work

Recent efforts on blind image SR are mainly devoted
to network design and data construction. We recommend
[9,33] for a comprehensive review of blind image SR, and
focus on the most relevant methods of data construction,
which are orthogonal to network design. We also briefly
review recent advances in blind face restoration and meta-
learning, which settle the foundation of this work.

2.1. Blind Image Super-Resolution

Pairwise Data. Recent methods have made great efforts
towards pairwise datasets that cover a wider range of real-
world degradations and are better aligned. The most in-
tuitive way is to collect pairwise samples. For example,
Chen et al. [8] collected a City100 dataset by a DSLR and
a smartphone via focal length and shooting distance adjust-
ment, respectively. Since Cityl00 was captured via post-
cards ignoring the geometries, Cai et al. [5] and Wei et
al. [55] proposed to capture image pairs in real-world
scenes and collected two datasets RealSR and DRealSR.
Joze et al. [20] instead captured a dataset ImagePairs by em-
bedding two cameras with different resolutions into a beam
splitter. Another approach is to synthesize low-quality im-
ages from high-quality ones. Early methods [15, 18, 19,53]
utilized classical degradation models composed of blur,
down-sampling, noise, efc., which are insufficient to model
the real-world degradations. Zhang et al. [59] and Wang et
al. [51] proposed to mimic real-world degradations via ran-
dom combinations of different degradations. Albeit their
progress on general image SR, these methods still cover a
limited and biased range of real-world degradations.

Unpaired Data. For better utilizing unpaired low-quality
images that are easier to collect, some methods [12,49, 58]
proposed to extract the degradation representations or di-
rectly learn low-quality image synthesis in an unsupervised
manner. Some methods [42, 47] utilized the texture recur-
rence across different scales or the priors embraced in the
model learning process, and achieved image-specific blind
image super-resolution in a self-supervised scheme. Purely
relying on the unpaired samples or solely the low-quality
ones, these methods may cover more degradations yet have
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unsatisfactory performance in most cases. As a compro-
mise, Li et al. [26] utilized the highly structured faces in
real-world low-quality images, and extracted degradation
representations from the low-quality faces and their coun-
terparts recovered by blind face restoration methods. In this
work, we take a step forward to solve the problems of Li et
al. [26] and propose a MetaF2N framework for effective
blind image SR of LR natural images containing faces.

2.2. Blind Face Restoration

The diverse structures and complicated degradation
jointly exacerbate the difficulties of blind natural image SR.
In contrast, recent methods tend to leverage the structure
information of specific images (e.g., faces [27-30, 57, 63]
and text [31]), which have exhibited superior performance.
Li et al. [28,29] suggested using high-quality image(s) of
the same person to provide personalized guidance. More
general face restoration methods focused on constructing
dictionaries [16, 27, 30, 54], semantic maps [7], or code-
books [63]. Recently, the generative structure prior based
methods [0, 50, 57, 64] leveraged the representative pre-
trained StyleGAN models [22] and showed tremendous im-
provement in restoring fine-grained textures. Compared
with natural images, these methods showed great general-
ization abilities, even in the presence of unknown degrada-
tions. This property has motivated us to employ face images
on the inner loop of meta-learning to benefit the optimiza-
tion toward better natural image SR.

2.3. Image Super-Resolution with Meta-Learning

Meta-learning aims to learn adaptation to new domains
or tasks by leveraging existing ones, which has demon-
strated excellent generalization ability in many tasks [11,

, 37,40, 44, 45, 48].  Early works like MZSR [43]
and MLSR [41] utilized meta-learning techniques to ob-
tain a better initialization of model parameters that can
be efficiently adapted to new low-quality images. Meta-
Kernel GAN [25] utilized meta-learning for efficient ker-
nel estimation, which can be combined with non-blind SR
methods. As one can see, MZSR [43] and MLSR [4 1] heav-
ily rely on known degradations to construct inner loop su-
pervisions, while Meta-Kernel GAN is also restricted due
to that the degradation representations formulated by ker-
nels cannot well describe many real-world degradations. In
this work, we adopt face regions as inner loop supervision
and get rid of explicit degradation representations, which is
more practical for real-world scenarios.

3. Preliminary

For efficiently utilizing the generalization ability of face
restoration methods in blind image SR and achieving flexi-
bility on image-specific degradations, we have designed our

MetaF2N using the model-agnostic meta-learning frame-
work (MAML) [11]. In this section, we briefly introduce
the meta-learning framework based on MAML, which will
be helpful for understanding our method.

Typically, a deep model f is trained by a learning objec-
tive £, which is directly dependent on the purpose of the
task (e.g., ¢1 loss for fidelity in image SR tasks), and the
optimal parameter 6* is obtained via

0" = argmin £(f(x;0), ), )

where x and y are input and ground-truth. Intuitively, the
objective of Eqn. (1) is to get a 0 leading to the lowest L.

Instead, MAML [ 1] aims to learn a parameter 6*, which
can be efficiently fine-tuned toward the test sample with one
or several steps. Taking the one-step situation as an exam-
ple, the learning objective can be written as

X . T, acli

0" = arg min Z LY(f(x0 —aF),y), @

Ti~p(T)

where p(T), E,;‘C;, and « respectively represent the distribu-
tion (or collection) of tasks, the inner loop loss function for
the task 7, and learning rate for the inner loop. Here, we
T,

can regard 6 — aagg’l as a whole. Then, similar to Eqn. (1),
the objective of Eqn. (2) can be interpreted as fo get a 0
leading to the lowest LT after one back-propagation step
W.r.t. LZL’ . In other words, a model trained under the MAML
settings can adapt to new domains or tasks with a limited
ET

9L,
a0")-

number of fine-tuning steps (i.e., § — «

4. Method

In this work, we aim to obtain a blind image SR model f,
which can be efficiently adapted to process the degradation
of a real-world low-quality image I under the guidance
of its face regions (denoted by I? ) and the faces processed
by blind face restoration methods (denoted by I$zp).

Considering the complex and wide-range degradations
in real-world low-quality images, we take advantage of
MAML to design our method for processing image-specific
degradations. Then Eqn. (2) can be rewritten as,

X . arli
6" = argmin > LT(f(Iri0— a5, 1), (3)

TmNP(T>

where p(T') is the distribution of different degradations, T
is the task for one specific degradation, € is the parameter
of f and I denotes the ground-truth image. The design of

£ will be given in Sec. 4.1.

4.1. Inner Loop Design
One of the key factors of applying MAML [11] to blind

image SR tasks is the design of c;; in Eqn. (3). Specif-
ically, for adapting to the new degradation of an I, the
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Figure 1: Pipeline of the proposed MetaF2N framework. During inference, the inner loop updates the initial parameter 6 via
a back-propagation step (dotted blue line), and the obtained 6,, is used to process the whole natural image in the outer loop.
For training, the parameter update indeed relies on the gradients of outer loop loss £7* w.r.t. the initial parameter § and the
MaskNet parameter 6y, (dotted red line). For easier understanding, the steps of the pipeline (remarked by circled numbers)
are introduced in Sec. 4.3. Please refer to Algorithms 1 and 2 for more details about the training and inference process.

data for calculating £ should have the same distribu-
tion as I, . For MAML-based non-blind image SR meth-
ods [41,43], one can construct inner loop data by further
down-sampling I, r with the known degradation d to get
I..r = d(ILg). Then assuming the inner loop loss func-
tion to be ¢1, we can obtain EiTnf = |lf(XrLr;0) — ILgl:1-
However, for blind image SR, it is almost impossible to get
extra image pairs with the same degradation as I, since d
is unknown.

Inspired by ReDegNet [26], which shows that faces can
be utilized to extract the degradation representation for the
whole image, we directly construct the inner loop data with
the face regions. Thanks to the great generalization ability
of blind face restoration methods [6,50,57,64], we are able
to obtain a pseudo ground-truth for the face regions, which
is denoted by 13,5 = ferr(I%R;05Fr), Where fprg is
the blind face restoration model with pre-trained parameter
Oprr. In this paper, we follow ReDegNet [26] and adopt
GPEN [57] as fgrg. With the low-quality face regions I R
and the recovered I 5, the inner loop loss function can be
defined by

£';Tnl = ||f(I%R§9) - I%FRHl‘ “4)

4.2. Adaptive Loss Weighting with MaskNet

Despite the appealing visual quality of recent blind face
restoration methods, there inevitably exist gaps between
generated faces IS, and ground-truth ones I®. For in-
accurate regions, the degradation either explicitly (ReDeg-
Net [26]) or implicitly (Our MetaF2N) described by the
(ISR, IS k) pair also deviate from that by (IS, I°).

However, different regions of I ., are treated equally in
Eqn. (4), which will have negative effect on the final results.
As a remedy, we propose to predict loss weights adaptively
for different regions via a MaskNet. With the weight map

m generated by the MaskNet, Eqn. (4) can be rewritten as
Ly = |m- (F(AZ5:0) = Tgpp) - Q)

Ideally, m should be generated from the (I$,5,1°) pair.
Unfortunately, I is unavailable for test samples, a possi-
ble solution is solely predicting from I$p, yet the im-
provement is marginal. Analogous to degraded-reference
IQA [2, 62] which predicts IQA metrics from (input, out-
put) pairs rather than (output, GT) pairs in full-reference
IQA, we predict m from the (I, IS ) pair, i.e.,

m :fm(I%Rv:[%FR§0m)7 (6)

where f,, is the MaskNet, which is a simple network com-
posed of 8 convolution layers shown in Fig. 2. As further
shown in the ablation studies, the degraded-reference solu-
tion in Eqn. (6) performs better than solely predicting from

I@
BFR-*
4.3. Overall Pipeline and Learning Objective

With the inner loop designed in Eqn. (5), we can build
the pipeline as shown in Fig. 1. In specific, given a low-
quality image I containing face regions denoted by IS5,
we pass IS, through the SR network f and obtain the inner
loop result IS5V, For a fair comparison against existing
methods, we take the model of Real-ESRGAN [53] as the
SR network, whose parameter is used to initialize the 6 in
the inner loop. To construct supervision for the inner loop,
we use a pre-trained GPEN [57] model, whose parameter
is kept fixed in our whole pipeline®. Then we can obtain
the weight map m following Eqn. (6)@, as well as the in-
ner loop loss 512 following Eqn. (5)@, which can be used

Ll
to generate a temporary parameter 0y, = 0 — a—54 ® for

processing the whole natural image in the outer loop, i.e.,

Tor = f(Iupi0n) = f(Io: 0 — 022)® ()
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Algorithm 1: Training Process of MetaF2N

Input: Distribution of different degradation
restoration tasks p(7); m
High-quality natural image dataset Dyg;

High-quality face dataset Dg;
Learning rates «, 3,7, 7;
Output: Model parameter 6, 6y,
1 Initialize f, D with 6, 0p from Real-ESRGAN [51]
2 Initialize fprr with ppr from GPEN [57]
3 Random initialize f;,, with 0y,
4 for all training steps do Figure 2: The network structure of MaskNet.
Sample batch of tasks T; ~ p(T)
for all T; do

The above process (as remarked by the circled numbers)

5

6

7 Sample images é’ I¢ from Dy and Do describes the pipeline of MetaF2N during inference and the
8 Céeate L1pg, IL©R of T; first six steps in the training phase.

9 Izrr :fBéTR(I @LR;QBFR) For training MetaF2N, we also need to calculate the
10 m = fm(ILR] Isrr; Om) outer loop loss@, which is composed of fidelity loss (¢1),
u for 1 “;lep of inner loop do LPIPS loss [60], and GAN loss [13]. In specific, the fidelity
12 £1TZ = Hm : (f(I%R7 0) - I%FR)Hl loss is

13 On < 0 —aVoLI(0) Ly = |[Tsg —1||1, ®)
" ;‘S‘: iy 6) and the LPIPS loss is defined by

16 LT is defined as Eqn. (13) Lipips = [|[¢(Isr) — o(I)]]2, &)
17 ng is defined as Eqn. (11)

where ¢ is the pre-trained AlexNet [24] feature extractor for
calculating LPIPS. The adversarial loss follows the setting
of Real-ESRGAN [51], which is defined by,

18 end

v | 00—Vl g L"

20 | Om O = Vo, Y pm £F

21 Op < 0p — T]V@n ZT,,Np(T) ﬁg‘ Ladv = _E[log(D(ISR))L (10)

2 end where the discriminator D is iteratively trained along with
the SR network, i.e.,

Algorithm 2: Inference Process of MetaF2N Lp = —Ellog(D(I)) — log(1 — D(Isr))]- (11)
Input: LR test image Iy r;
Trained model parameter 6, 6, ;
Pre-trained GPEN [57] parameter 0 gpg;
Fine-tuning steps n and learning rate «;
Output: Super-resolved image Ispr

Note that some works [25,32] have explored training GANs
under the meta-learning structure, and all of them update
the discriminator loss in both the inner loop and outer loop.
However, to accelerate the training process and save mem-
ory, we only update the discriminator loss in the outer loop,

1 Initialize f, fi, with 0, Oy, ; .
2 Initialize fgrr with 0 grp from GPEN [57] which also shows satisfactory results.
3 Extract face regions I, from I 5 To improve the numerical stability and avoid gradient ex-
4 I, = frrr(I%y; 91??3) ploding/vanishing, we constrain the MaskNet f,,, via a reg-
) n’fFf [0 I@%R’ o) ularization term, which is defined by

— /m\*LR>*BFR)¥m
6 for n steps of inner loop do Lreg = |m — 1. (12)
7| Lin = llm - (FDR:0) — T5p) )
8 0+ 0—aVeL,(0) In summary, the learning objective of our MetaF2N (i.e., the
9 end outer loop loss) is
10 0, <6
1 Ton = f(Ipn: 0a) LT =MLy + X Lipps + AsLaay + MaLlreg,  (13)
12 return Isp where the hyperparameters A;, A2, A3, and A4 are empiri-

cally set to 1, 0.5, 0.1, and 0.002, respectively. Please refer
to Algorithms 1 and 2 for more details on the training and
inference process of the proposed MetaF2N.
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5. Experiments
5.1. Dataset and Training Details

Training Data. For synthesizing data to train the proposed
MetaF2N, high-quality facial and natural images are re-
quired for inner and outer loop, respectively. It is worth
noting that, the requirement on the training data is that Ip,
and I i share the identical degradation, but they are not
necessarily from the same image. Therefore, to better lever-
age existing high-quality facial and natural image datasets,
we use the first 30,000 images of the aligned FFHQ [21]
dataset for the inner loop, and adopt DF2K! with 3,450 im-
ages in total for the outer loop following recent blind im-
age SR methods [26,51,59]. For a fair comparison against
other methods, we follow the degradation setting of Real-
ESRGAN [51] for low-quality image synthesis. More de-
tails are given in the supplementary material.

Testing Data. To comprehensively evaluate the proposed
MetaF2N, we have constructed several testing datasets.

Synthetic datasets are built upon the in-the-wild version
of FFHQ [21] and CelebA [34], where 1,000 high-quality
images are extracted from each dataset, and faces occupy
around 10% areas of the whole image on average. With
the high-quality images, we first construct two test datasets
whose degradations are independent and identically dis-
tributed as the training set, which are denoted by FFHQ;;4
and CelebA ;;4, respectively. For evaluating the generaliza-
tion ability on out-of-distribution degradations, we further
construct FFHQ 4 and CelebA ,,4 by changing the param-
eters of the degradation model, e.g., Gaussian blur — mo-
tion blur, Gaussian/Poisson noise — Speckle noise. The
detailed parameters are in the supplementary material.

A real-world dataset RealFaces200 (RF200) is also es-
tablished for evaluation under a real scenario, which con-
tains 200 real-world low-quality images collected from the
Internet or existing datasets (e.g., WIDER FACE [56]), and
there are one or multiple faces in each image.

Implementation Details. The proposed MetaF2N mainly
focuses on leveraging meta-learning for efficient model
adaptation for blind image SR, which is independent of
network architecture and can be incorporated into arbitrary
second-order differentiable models. Therefore, we follow
Real-ESRGAN [51], BSRGAN [59], and ReDegNet [26]
to adopt the architecture of ESRGAN [53]. For training,
each image is cropped into patches, and the patch size is
128128 for the inner loop (i.e., 15, I1Spp, and 1S,)
and 256x256 for the outer loop (i.e., I g, Isr, and I).
The Adam [23] optimizer with 3 = 0.5 and 82 = 0.999 is
adopted. For the SR model f, the learning rate (Ir) of the in-
ner and outer loops are 1 x 1072 and 3 x 1075, respectively,
while the Ir for the discriminator and MaskNet are 1 x 104,

IDF2K is the combination of DIV2K [1] and Flickr2K [46] datasets.

The MetaF2N is trained for one week and all experiments
are conducted on a server with one RTX A6000 GPU.

5.2. Comparison with State-of-the-art Methods

To show the effectiveness of the proposed MetaF2N,
we compare with several state-of-the-art blind image SR
methods, including ESRGAN [53], RealSR [5], Real-
ESRGAN [51], BSRGAN [59], MM-RealSR [39], and Re-
DegNet [26]. For quantitative evaluation, we utilize PSNR,
LPIPS [60], FID [17], and NIQE [38] for synthetic datasets.
As for the real-world dataset, since no ground-truth is avail-
able, PSNR and LPIPS are omitted. It is worth noting that
KID is more accurate and appropriate than FID when eval-
uating the quality of images with a smaller amount of sam-
ples [3]. Thus we use KID [3] and NIQE [38] for quanti-
tative evaluation on our RF200 dataset. To accurately cal-
culate the distance between SR results and real-world high-
quality images (i.e., FID and KID), we construct these types
of reference images following [4], which estimates a blur-
riness score based on the total variance of the Laplacian of
an image. Finally, 3,808 high-quality images are selected
from the in-the-wild version of FFHQ [21], whose scores
are higher than the threshold defined in [4].

Quantitative Comparison. The quantitative evaluation re-
sults are provided in Tabs. 1 and 2. We provide three results
of our Meta-F2N, i.e., Ours (1), Ours (10), and Ours (20),
where the number in the parentheses denotes the amount
of fine-tuning steps during inference. All three models are
initialized with the same parameter 6. For the degradations
independent and identically distributed as the training set
(i.e., FFHQ;;4 and CelebA;;4), our MetaF2N can achieve
superior performance on LPIPS, FID, and NIQE with only
one fine-tuning step, and can surpass most of the compet-
ing methods on PSNR. Besides, with more fine-tuning it-
erations, the image quality can be further enhanced. For
out-of-distribution degradations in Tab. 2 (i.e., FFHQ o4,
CelebA .4, and RF200), the trends are similar to Tab. 1,
and our MetaF2N again outperforms others on most met-
rics, especially on the real-world RF200 dataset.

As for the competing methods, ESRGAN [53] and Re-
alSR [5] are trained with simple degradation models, which
lead to unsatisfactory performance under more complex and
realistic degradations. Real-ESRGAN [51], BSRGAN [59],
MM-RealSR [39], and ReDegNet [26] leverage more real-
istic degradation models or even real-world degradations,
which contribute to much better results, yet their perfor-
mance is still limited by the deterministic model and fixed
degradation range. Furthermore, we also fine-tune ReDeg-
Net [26] on RF200, and the results are provided in Tab. 2
(ReDegNet'). Compared to MetaF2N that achieves decent
performance with only one fine-tuning step, marginal im-
provements are observed on NIQE even the ReDegNet [26]
is carefully fine-tuned hundreds iterations for each image.
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Synthetic LR~ Real-ESRGAN [51] BSRGAN [59]

MM-RealSR [39]

ReDegNet [26] Ours Ground-truth

Figure 3: Visual comparison against state-of-the-art blind SR methods on synthetic datasets. Note that the results of Ours are
produced by MetaF2N with one-step fine-tuning. Please zoom in for better observation.

Real-world LR Real-ESRGAN [51] BSRGAN [59]

MM-RealSR [39]

ReDegNet [26] ReDegNetT[ | Ours

Figure 4: Visual comparison against state-of-the-art blind SR methods on real-world low-quality images in our RF200 dataset.
ReDegNet" means that model is fine-tuned for each image following the official configurations of ReDegNet [26].

Qualitative Comparison. Apart from the quantitative com-
parison, we also compare our MetaF2N with state-of-the-
art blind image SR methods qualitatively. Due to the space
limit, we show the results generated by Ours (1), which is
fine-tuned for 1 step with the face regions, and more qual-
itative results (including those generated by Ours (10) and
Ours (20)) are provided in the supplementary material. As
shown in Figs. 3 and 4, our results are much clearer and con-
tain more photo-realistic textures, which can be ascribed to
the effectiveness of our image-specific fine-tuning scheme.

5.3. The Visual Results of MaskNet

To better explain the effect of our MaskNet, we calcu-
late the error map EM between ground-truth faces I® and

GPEN [57] generated faces 1§, directly through subtrac-
tion and normalization, i.e.,

LR

EM = ———M 2~ |
max(|I€ — I%FRD

(14)
In Fig. 5, we show the predicted m and 1 — EM. One
can see that the predicted m follows similar distribution to
1 — EM, indicating that our MaskNet has the ability to pre-
dict the gap between generated faces and real ones, which
benefits the blind image SR performance. Besides, the pre-
dicted m is smoother than 1 — EM, due to that 1) m is
predicted from (I, and I ), which lead to less accurate
results, and 2) a regularization term L,z = ||m — 1|2 is
applied to constrain m not to deviate too far from 1.
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Table 1: Quantitative comparison on synthetic datasets with independent and identically distributed degradations as the

training set. We also show the datasets used for training each method. Note that RealFaces used by ReDegNet [

] consists

of 10,000 real-world low-quality face images collected by the authors. The numbers in the parentheses are the image-specific
fine-tuning steps of our MetaF2N during inference. The best and second-best results are highlighted by bold and underline.

Methods Training Set FFHQuiq CelebAiia
PSNRT LPIPS, FID, NIQE| PSNRt LPIPS| FID| NIQE]

ESRGAN [53] DF2K [1,46], OST [52] 25.10 0.642 123.67 7.56 2478 0.555 99.10 6.27
RealSR [19] DF2K [1,46] 2539 0597 12223 759 2474 0549 9946 5.77
Real-ESRGAN [51] DF2K [1,46], OST [52] 26.35 0293 5070 4.85 2581 0311 51.69 5.00
BSRGAN [59] DF2K [1,46], FFHQ [21], WED [35] 26.27 0.305 5098 4.63 25.86 0.309 50.05 4.83
MM-RealSR [39] DF2K [1,46], OST [52] 2539 0295 50.83 458 2494 0311 5230 4.76
ReDegNet [26] DF2K [1,46], FFHQ [21], RealFaces 25.64 0.309 57.04 479 25.17 0329 56.84 494
Ours (1) DF2K [1,46], FFHQ [21] 26.13 0.281 4522 3.81 2563 0.289 4572 3.97
Ours (10) DF2K [1,46], FFHQ [21] 2622 0280 4494 3.87 2570 0289 4543 4.03
Ours (20) DF2K [1,46], FFHQ [21] 26.30 0.279 44,51 394 2576 0.289 4522 4.10

Table 2: Quantitative comparison on synthetic datasets with out-of-distribution degradations and the collected real-world
dataset RF200. ReDegNet! means that model is fine-tuned for each image following the official configurations of ReDeg-

Net [26]. The numbers in the parentheses are the image-specific fine-tuning steps of our MetaF2N during inference. The best
and second-best results are highlighted by bold and underline.
Methods FFHQ 04 CelebA o4 RF200
PSNR{ LPIPS| FID) NIQE| PSNR{ LPIPS| FID] NIQE| KID| NIQE]
ESRGAN [53] 2469 0.659 10143 694 2407 0.567 87.61 564 218 532
RealSR [19] 2491 0587 9742 633 2398 0.567 90.30 5.51 219 5.00
Real-ESRGAN [51] 25.73 0302 47.87 534 2507 0322 4877 543 224 382
BSRGAN [59] 25.73 0298 4640 478 2533 0313 48.12 491 2211 4.1
MM-RealSR [39]  25.03 0.297 4730 499 2441 0317 4876 5.10 221 4.12
ReDegNet [26] 25.54 0304 4847 509 2476 0331 5233 528 235 4.07
ReDegNet' [26] - - - - - - - - 238 3.6
Ours (1) 2549 0.284 45.07 422 2487 0.297 47.03 432 212 3.03
Ours (10) 2557 0.284 44.64 430 2493 0.297 46.50 439 21.0 3.08
Ours (20) 25.65 0.283 4430 436 2500 0.297 46.23 447 208 3.12
5.4. Ablation Studies Training Data Configuration. Since ground-truth faces

To verify the effectiveness of the components of the pro-
posed MetaF2N, we have also conducted several ablation
studies. Without loss of generality, all ablation studies are
performed with FFHQ;;; based on Ours (1). Due to the
space limit, qualitative results of ablation studies are given
in the supplementary material.

MaskNet Configuration. To show the effectiveness of the
MaskNet, we train a variant of our MetaF2N by removing
the MaskNet. Besides, as introduced in Sec. 1, we design
the MaskNet inspired by degraded-reference IQA methods,
which takes both low-quality and restored faces as input
(denoted by MaskNetpr). For verifying the design, we also
consider another variant of MetaF2N which utilizes the non-
reference scheme, i.e., only the restored face is taken by the
MaskNet (denoted by MaskNetyr). As shown in Tab. 3, the
deployment of MaskNet brings considerable improvements,
and utilizing the low-quality face image as a reference is
also useful for our task.

are available during training, we train another variant by
using the ground-truth face image as the inner loop supervi-
sion. Note that the MaskNet is trained together with the SR
model, and we omitted it when training the version using
ground-truth faces as inner loop supervision since the opti-
mal solution should be an all-one mask. As shown in Tab. 3,
the performance decreases by a large margin compared to
MetaF2N, which is attributed to the gaps in the inner loop
supervision between the training and inference phases.

Inner Loop Supervision Scheme. Since there are often
multiple faces in a single image, as a natural extension of
our method, it is intuitive to apply multiple faces to stabi-
lize the fine-tuning process. Therefore, we also explore the
inner loop supervision scheme based on another 1,000 im-
ages sampled from the in-the-wild version of FFHQ [21]
with multiple faces. As shown in Tab. 4, using patches of
multiple faces can slightly benefit the final performance.

Influence of Different Face Hallucination Network. To

13040



LR GPEN [57] GT m
Figure 5: Visual results of MaskNet.

1-EM

find the influence of different face hallucination network
for the MetaF2N, we conduct an ablation study by re-
placing GPEN [57] with CodeFormer [63] during training
and testing. As shown in Tab. 5, one can see that our
MetaF2N shows satisfactory robustness with different face
hallucination networks for both FFHQ;;; and FFHQ,,4.
Although the CodeFormer [63] can restore higher quaility
faces compared with GPEN [57], our MaskNet minish the
gap through allocating weights for each pixel of restored
faces, which enhances the robustness of MetaF2N for dif-
ferent face hallucination networks.

Table 3: Ablation study on the training scheme regarding
data configuration and the MaskNet. Train/Test Faces de-
note the setting of inner-loop supervision during the train-
ing and inference stages.

MaskNet  Train Faces Test Faces PSNRT LPIPS] FID| NIQEJ]
- GT GPEN 25.68 0285 46.96 4.08
- GPEN GPEN 26.17 0.284 47.89 4.21
MaskNetyg ~ GPEN GPEN 26.07 0.284 47.97 4.09
MaskNetpr ~ GPEN GPEN 26.13 0.281 4522 3.81

Table 4: Ablation study on inner loop supervision, which
is performed on 1,000 images with multiple faces (~2.3
faces/image) from the in-the-wild version of FFHQ [21].

# of Faces Data Form PSNR?T LPIPS| FID| NIQE|
Single Full image 25773  0.288 4296 3.63
Single 32 patches 25.77 0.288 42.89 3.65

Multiple 32 patches in total  25.79  0.287 42.85 3.65
Multiple 32 patches per face 25.79  0.287 42.81 3.65

Table 5: Ablation study on face hallucination networks
which is performed on both FFHQ;4 and FFHQ ;4.

Testsets Train Faces Test Faces PSNRT LPIPS| FID| NIQE|
GPEN GPEN 26.13 0281 45.22 3.81

FFHQiiq
CodeFormer CodeFormer 26.10 0.278 45.83 3.83
GPEN GPEN 2549 0284 4507 4.22

FFHQo0d
CodeFormer CodeFormer 25.51 0.281 44.58 4.24

5.5. Limitations and Future Work

Since our MetaF2N is trained in a MAML framework,
the performance before fine-tuning is unconstrained. As
such, our model requires fine-tuning with the contained
faces for one or multiple steps, making it cannot be directly
applied if no faces exist in real-world low-quality images,
which limits the application scenarios of our method. In the
future, we plan to solve this problem by collecting a real-
world low-quality training set and providing a better initial-
ization of parameters that can be used to achieve satisfactory
performance even without fine-tuning.

6. Conclusion

In this paper, we proposed a MetaF2N framework for
face-guided blind image SR. The MetaF2N improves the
practicability of leveraging blind face restoration for pro-
cessing image-specific degradations. A MaskNet is de-
ployed to predict the loss weights for different positions
considering the gaps between recovered faces and poten-
tial ground-truth ones. The proposed MetaF2N achieves
superior performance on synthetic datasets with both inde-
pendent and identically distributed and out-of-distribution
degradations compared to training sets. The effectiveness is
also validated on the collected real-world dataset.
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