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Abstract

Point cloud registration is a task to estimate the rigid transformation between two unaligned scans, which plays an important role in many computer vision applications. Previous learning-based works commonly focus on supervised registration, which have limitations in practice. Recently, with the advance of inexpensive RGB-D sensors, several learning-based works utilize RGB-D data to achieve unsupervised registration. However, most of existing unsupervised methods follow a cascaded design or fuse RGB-D data in a unidirectional manner, which do not fully exploit the complementary information in the RGB-D data. To leverage the complementary information more effectively, we propose a network implementing multi-scale bidirectional fusion between RGB images and point clouds generated from depth images. By bidirectionally fusing visual and geometric features in multi-scales, more distinctive deep features for correspondence estimation can be obtained, making our registration more accurate. Extensive experiments on ScanNet and 3DMatch demonstrate that our method achieves new state-of-the-art performance. Code will be released at https://github.com/phdymz/PointMBF.

1. Introduction

Point cloud registration [28] aims at aligning partial views of the same scene, which is a critical component of many computer vision tasks. Commonly, point cloud registration starts from feature extraction [55, 10] and correspondence estimation [46, 43], followed by robust geometric fitting [16, 37, 3, 72]. Among them, feature extraction plays a vital role in point cloud registration, as distinctive features can reduce the occurrence of outlier correspondences, thereby saving time on robust geometric fitting.

Many traditional methods rely on hand-crafted features [55, 34], but they commonly show limited performance. Benefiting from the rapid progress of deep learning, many learning-based features [10, 64, 25] have been proposed in recent years. Compared to hand-crafted features, they are distinctive enough to achieve robust performance in many challenging conditions such as low overlap. However, most deep learning-based features need supervision on poses or correspondences, which limits their practical applications. For unannotated datasets with different distributions from the training set, they tend to suffer from performance degradation.

With the recent advance of inexpensive RGB-D sensors, it has become easier to simultaneously acquire both depth information and RGB images, which inspires unsupervised point cloud registration using additional color information. UR&R [14] proposed a framework for unsupervised RGB-D point cloud registration. It utilizes a differentiable renderer to generate the projections of the transformed point clouds and calculates geometric and photometric losses between the projections and the registration targets. Based on these losses, UR&R can train its deep descriptor without annotations and achieve robust registration on RGB-D video. Similar to UR&R, BYOC [15] proposed a teacher-student framework for unsupervised point cloud registration for RGB-D data, which also shows competitive performance. However, all these RGB-D-based methods use RGB images and depth information separately and do not further exploit the complementary information within RGB-D data. Recently, LLT [67] first utilized a linear transformer [35, 59] to fuse these complementary information and achieved new state-of-the-art performance. However, LLT focuses on using depth information to guide RGB information and neglects the interaction between the two modalities, which hinders better performance.
To fully leverage these complementary modalities, we propose a multi-scale bidirectional fusion network named PointMBF for unsupervised RGB-D point cloud registration, which fuses visual and geometric information bidirectionally at both low and high levels. In this work, we process depth images in the form of point clouds and utilize two network branches for RGB images and point clouds, respectively. Both branches follow the U-Shape [54] structure to extract features for information fusion in multiple scales. Unlike the fusion strategy in LLT [67], we perform cross-modalities fusion in all stages rather than only in the last few layers, making fused features more distinctive. Moreover, different from the unidirectional fusion strategy in LLT, we adopt a bidirectional design for more effective fusion. Specifically, in each scale, we first find the regional corresponding points/pixels for each query pixel/point. Then we sample the KNN points/pixels among them and gather their features to a set. The feature set is fed to a PointNet-style module to achieve permutation-invariant aggregation. Finally, the information communication between different modalities can be achieved by fusing the aggregated features with the query feature using a shallow neural network with residue design.

To evaluate our method, we conduct experiments on two popular indoor RGB-D datasets, ScanNet [11] and 3DMatch [73]. Our PointMBF not only achieves new state-of-the-art performance but also shows competitive generalization across different datasets. When tested on an unseen dataset ScanNet, our PointMBF trained on 3DMatch still shows comparable performance to recent advanced methods directly trained on ScanNet. We also conduct comprehensive ablation studies to further demonstrate the effectiveness of each component of our multi-scale bidirectional design.

To summarize, our contributions are as follows:

- We propose a multi-scale bidirectional fusion network for RGB-D point cloud registration, which fully leverages the information in the two complementary modalities. Compared to unidirectional fusion or fusion in the final stage, our fusion strategy can achieve the information communication more effectively, so that it can generate more distinctive features for registration.

- We introduce a simple but effective module for bidirectional fusion, which adapts to density-variant point clouds generated by view-variant depth images.

- We provide a comprehensive comparison between different fusion strategies to analyze their effect empirically.

- Our method achieves new state-of-the-art results on RGB-D point cloud registration on ScanNet [11] using weights trained either on ScanNet or 3DMatch [73].

2. Related Work

2.1. Point Cloud Registration

Point cloud registration aims at aligning partial scan fragments, which is widely used in many tasks such as autonomous driving [44], robotics [49], and SLAM [74]. Except for some ICP-based methods [5, 47], metric-based methods [27, 2, 39], and so on, most methods follow the process of feature extraction [55, 10, 71], correspondence estimation [46, 43], and robust geometric fitting [16, 37, 3]. In the past, many traditional methods were often limited by hand-crafted features [55, 34]. Recently, many learning-based 3D descriptors [10, 8, 1, 4, 70, 52] were proposed. They have achieved impressive performance and some methods [70, 52] are even free of RANSAC. However, most of them rely on pose or correspondence supervision, which limits their practical application. For unannotated datasets, they can only infer using weights trained on other datasets, which tends to degrade their performance. Benefiting from inexpensive RGB-D sensors, many RGB-D video datasets [11, 73] were proposed. The extra color information contains richer semantics and many works achieve unsupervised learning based on it. To the best of our knowledge, UR&R [14] is the first learning-based work using RGB-D data for unsupervised registration. It also follows the above mentioned registration process but it utilizes a differentiable renderer-based loss to optimize its learnable descriptor. Inspired by self-supervised learning [6], BYOC [15] proposed a teacher-student framework for 3D descriptor unsupervised learning. It teaches a 3D descriptor by a 2D descriptor, making the 3D descriptor achieve comparable performance to supervised methods. However, neither of the above two methods fully leveraged the complementary information inside RGB-D data. For UR&R, point clouds are only used for localization but do not participate in feature extraction. For BYOC, their 3D descriptors are limited by their single-modality teacher. To address above the problem, LLT [67] introduced a linear transformer-based attention [35, 59] to embed geometric features into visual features in the last two stages. This fusion improves extracted features and helps LLT achieve the state-of-the-art performance. Whereas we believe unidirectional fusion in late stages does not fully exploit the complementary information in RGB-D data. Therefore, we design a multi-scale bidirectional fusion network, which implements bidirectional fusion in all stages. Benefiting from our fusion strategy, our network can achieve better performance with easily accessible backbones than unidirectional fusion with sophisticated backbones in LLT.

2.2. RGB-D Fusion

RGB image commonly contains rich semantic information, while depth image or point cloud can provide precise
geometric description. Therefore, fusing these two modalities is a promising direction as they provide complementary information. With the advance of inexpensive RGB-D sensors, many works have studied how to fully leverage this complementary information in many tasks such as detection [40, 61, 62, 68, 42, 26, 41], segmentation [24, 18, 51, 32, 65, 12, 23, 31, 19, 7] and pose estimation [21, 22, 63]. As shown in Figure 1, the common fusion strategies can be roughly divided into three categories according to their information flow direction. The first category is undirected fusion [62, 18, 22, 63, 69]. This category is the most intuitive one and is commonly implemented by directly concatenating or adding the separately extracted features. For example, DenseFusion [63] fuses geometric information and texture information by concatenating the embeddings from CNN and PointNet [50] and adding extra channels for global information. The second category is unidirectional fusion [40, 68, 42, 26, 67, 51, 32, 65, 12, 30, 29, 19]. This kind of methods usually use one modality to guide the other modality. For instance, DeepFusion [40] sets Lidar features as queries and utilizes a cross-attention-based module called LearnableAlign to embed RGB image features into them. Similar to DeepFusion, LLT [67] adopts a fusion module which is based on linear transformer [35] and fuses high-level features in the last two layers. However, all above methods do not fully exploit the interconnection between different modalities. Therefore, the third category i.e. bidirectional fusion [38, 24, 21, 7] was proposed recently. BPNet [24] reveals that joint optimization on different modalities in a bidirectional manner is beneficial to 2D/3D semantic segmentation. It designs a bidirectional projection module to generate a link matrix i.e. the point-pixel-wise map, so that information can interact between two heterogeneous network branches in the decoding stage. FFB6D [21] proposes a network fusing in full stages and outperforms previous methods [22, 63] a lot in pose estimation. Motivated by these success, we believe bidirectional fusion can better leverage the complementary information inside two different domains and propose a bidirectional fusion-based network for RGB-D point cloud registration for the first time.

3. Method

Figure 2 (a) shows the pipeline of our PointMBF, which takes two RGB-D images as inputs and outputs their relative rigid transformation represented by a rotation $R^*$ and a translation $t^*$. Our PointMBF also follows the standard process of feature extraction, correspondence estimation and geometric fitting. PointMBF first extracts deep features using two heterogeneous network branches for each of the two input RGB-D images, where the visual and geometric features are extracted using different networks and they are fully fused in a bidirectional manner in all stages by fusion modules. Then the fused features are used to generate correspondences based on their Lowe’s ratio [43]. Finally, our PointMBF outputs the estimated rigid transformation using these correspondences by a few RANSAC iterations. The correspondence estimation and geometric fitting are free of learnable parameters, and our feature extractor and the fusion modules are trained unsupervisedly by a renderer-based loss. The details of each component of our PointMBF are explained in the following sections.

3.1. Heterogeneous Network Branches

Since there exists a big domain gap between RGB images and depth images, our PointMBF uses two different network branches to process these two modalities separately. As shown in Figure 2 (a), one branch i.e. the visual branch takes RGB images as input, while the other i.e. the geometric branch takes point clouds generated from depth images as input. Both branches follows a U-Shape [54] structure to extract multi-scale information, and they are all based on easily accessible backbones including ResNet18 [20] and KPFCN [4, 57]. Since our competitor LLT [67] also has two branches for visual and geometric processing, we introduce the details of our two branches in the following paragraphs and compare them with similar structures in LLT.

**Visual branch.** LLT designs a dilated convolution-based network as its visual backbone. Although this kind of backbone is competitive, its performance is highly dependent on the hyperparameter setting. To better illustrate the effectiveness of our multi-scale bidirectional fusion strategy
Figure 2. **The overview of our PointMBF.** It takes two RGB-D images as inputs and outputs an estimated rigid transformation. For input RGB-D pairs, it first extracts features using a multi-scale bidirectional fusion-based extractor, which contains two branches and fusion modules (colored in grey) for feature interaction. Then the putative correspondences are determined based on the Lowe’s ratio of the extracted features. Once obtaining the correspondences, our model outputs the estimated transformation using several RANSAC iterations. The above model is trained end-to-end by a differentiable renderer.

and save cost on tuning the network architecture, we simply modify a widely used ResNet18 [20] as our visual branch.

As shown in Figure 2 (a), our visual branch follows an U-Shape encoder-decoder architecture with skip connections. Both encoder and decoder extracts features at three different scales. The encoder consists of convolution blocks from ResNet18, while the decoder only contains simple shallow convolution blocks. More details of our visual branch settings are provided in the supplementary materials.

**Geometric branch.** Different from LLT [67], we process depth images in the form of point clouds rather than the original depth images. There exist many feature extractors for point cloud such as sparse convolution networks [10, 9], point-based networks [50, 66] and so on. However, as shown in Figure 3, there exists severe density variation in the generated point clouds because the sampling density of 3D surfaces is dependent on their distance to the sensor. To extract density-invariant features, we select a shallower KPFCN in D3Feat [4] as the building block of our geometric branch because it introduces a density normalization process to overcome the inherent density variation.

As shown in Figure 2 (a), our geometric branch has a symmetric architecture to the visual branch, so that features from the two branches at the same resolution can be fused and this kind of fusion occurs at every scales. More details of our geometric branch settings are also provided in the supplementary materials.

### 3.2. Multi-scale Bidirectional Fusion

In this section, we introduce our proposed multi-scale bidirectional fusion in detail. Note that semantics or local geometry are dependent on a certain region rather than a
single pixel or point. Therefore, it is intuitive to fuse complementary information by embedding features of a certain region into features of the other modality.

However, embedding regional features faces two challenges. First, as shown in Figure 3, density variation makes the length of regional feature set uncertain. Second, the feature set is not structural data. Inspired by the process for variable length sequence [60] and unstructured data [50], we pad the regional features to a fixed number and design a PointNet-style [50] fusion module for bidirectional fusion. As shown in Figure 2 (b)(c), for a query pixel or a query 3D point at a certain scale, we first find its corresponding region in point cloud/image using the intrinsic matrix of the sensor. Afterward, we sample the KNN corresponding points/pixels in the corresponding region and gather their features to a set. The set is then padded to a certain length and aggregated by a simple PointNet. Since there exists a max-pooling operator in PointNet and grid sampling in the geometric branch, the aggregated feature can achieve density-invariance. Finally, the aggregated feature is further fused with the feature of the query point/pixel by a shallow neural network with residue design. In this way, visual and geometric features can be fully fused in all scales. Besides, as shown in Figure 2 (a), in addition to the above fusion using bidirectional fusion module, we also conduct an undirected fusion in the final stage to further boost the features for correspondence estimation. Details of the visual-to-geometric, the geometric-to-visual, and the final undirected fusion will be introduced in the following subsections.

**Visual-to-geometric fusion.** Commonly, many ambiguous and repetitive structures exist in point clouds, which makes generated putative correspondences based on only point clouds contain a large proportion of outliers. Incorporating semantic information extracted by the visual branch can make geometric features more distinctive. Here, we utilize visual-to-geometric fusion to embed regional visual features into geometric features.

Specifically, given a geometric feature $F_{l_g}^i$ extracted by the geometric branch in the $i$-th stage for the $l$-th point, we first find its corresponding region in the image by projecting its neighbor with radius $R_{v2g}$ to the image. Then we sample $K_{v2g}$ nearest neighbor pixels within the corresponding region and gather their visual features $\{F_{l_{v_k}}^i\}_{k=1}^{K_{v2g}}$. If there are less than $K_{v2g}$ pixels in the corresponding region, we will pad the null feature $F_{pad} = [0, 0, \ldots, 0] \in \mathbb{R}^{d_l}$ in the gathered features. After that, we use a PointNet-style fusion module to aggregate the regional visual features $\{F_{l_{v_k}}^i\}_{k=1}^{K_{v2g}}$.

$$F_{v2g}^i = \frac{K_{v2g}}{\max_{k=1}^{K_{v2g}}} \text{MLP} \left( F_{v_{0_k}}^i \right)$$ (1)

We then concatenate the aggregated feature $F_{v2g}^i$ with the geometric feature $F_{l_g}^i$, and use a linear layer to map them to a fused feature, which has the same dimension as $F_{l_g}^i$.

Finally, this fused feature is treated as a residue and added to the original geometric feature $F_{l_g}^i$:

$$F_{l_{fusedg}}^i = F_{l_g}^i + W_{v2g} \left( F_{l_{v2g}}^i \oplus F_{l_g}^i \right)$$ (2)

where $\oplus$ denotes the concatenate operation, $W_{v2g}$ denotes a linear map, and $F_{l_{fusedg}}^i$ denotes the original geometric feature $F_{l_g}^i$ to be sent to the next stage. In our bidirectional fusion modules, we adopt a residual design, since our full-stage fusion may cause redundancy. Our following ablation study also verifies it experimentally.

![Figure 3. Input RGB image (a) and the point cloud (slightly rotated) generated from the corresponding depth image (b). Severe density variation exists in the generated point cloud, which makes local geometric feature extraction and fusion more challenging.](image)

**Geometric-to-visual fusion.** Similar to visual-to-geometric fusion, our geometric-to-visual fusion also makes visual features more distinctive. We achieve geometric-to-visual fusion by embedding geometric features into visual features. Given a visual feature $F_{l_v}^i$ extracted by visual branch in $l$-th stage for the $i$-th pixel, we first find its corresponding region in the 3D point clouds by the inverse projection. Then we sample $K_{g2v}$ nearest neighbor points in the corresponding region and gather their geometric features $\{F_{l_g}^i\}_{k=1}^{K_{g2v}}$. We also use the null feature $F_{pad} = [0, 0, \ldots, 0] \in \mathbb{R}^{d_l}$ to pad the gathered features when there are not enough points in the corresponding region and aggregate them into $F_{g2v_i}$:

$$F_{g2v_i}^l = \frac{K_{g2v}}{\max_{k=1}^{K_{g2v}}} \text{MLP} \left( F_{l_g}^i \right)$$ (3)

The aggregated feature $F_{g2v_i}^l$ is concatenated with the visual feature $F_{v_i}$ and then mapped to a feature, which has the same dimension as $F_{l_v}^i$. Finally, this fused feature is treated as a residue and added to the original visual feature $F_{v_i}$:

$$F_{l_{fusedv}}^i = F_{l_v}^i + W_{g2v} \left( F_{g2v_i}^l \oplus F_{v_i}^l \right)$$ (4)

where $\oplus$ denotes the concatenate operation, $W_{g2v}$ denotes a linear map, and $F_{l_{fusedv}}^i$ denotes the final fused feature,
which replace the original visual feature $F^i_{vi}$ to be sent to the next stage.

**Undirected fusion.** After fully bidirectional fusion in both encoding and decoding stages, we have obtained distinctive features extracted by the visual and geometric branches. To obtain more distinctive features for generating reliable correspondences, we use a simple undirected fusion in the final stage. We concatenate the outputs of both the visual and the geometric branches and fuse them by a linear map:

$$F_{\text{fused},i} = W_{\text{final}} \left( F^{\text{final}}_{gi} \oplus F^{\text{final}}_{vi} \right)$$  \hspace{1cm} (5)

where $W_{\text{final}}$ denotes a linear map, $F^{\text{final}}_{gi}$ denotes the geometric feature output by the last layer of geometric branch, $F^{\text{final}}_{vi}$ denotes the visual feature output by the last layer of visual branch, and $F_{\text{fused},i}$ denotes the final fused features for the following correspondence estimation.

### 3.3. Correspondence Estimation, Geometric Fitting and Loss Function

**Correspondence estimation and geometric fitting.** After obtaining the fused features for the source and the target point clouds, we build correspondences using the same method as in UR&R [14] and LLT [67]. Specifically, the correspondences are generated based on the Lowe’s ratio [43]. For a point $p^S_i$ in the source point cloud, the Lowe’s ratio $r^S_i$ is formulated as:

$$r^S_i = \frac{D(p^S_i, p^T_{knn_i})}{D(p^S_i, p^T_{2nn_i})}$$  \hspace{1cm} (6)

where $D(\cdot)$ denotes the Euclidean distance in the feature space and $p^T_{knn_i}$ is the $k$-th similar point in the target point cloud. Then we calculate the weight $w = 1 - r$ for each correspondence and select the correspondences with top $k$ weights for source point cloud and target point cloud respectively. The selected correspondences $C = \{ (p^S_i, p^T, w) : 0 \leq i < 2k \}$ with their weights are fed into a RANSAC [16] module. The RANSAC module achieves differentiable alignment and outputs an estimated rigid transformation $T^*$ with the minimum error $E(C, T^*)$, where $E(C, T)$ is formulated as:

$$E(C, T) = \sum_{(p^S, p^T, w) \in C} w \left( p^S - T \left( p^T \right) \right)^2 / 2k$$  \hspace{1cm} (7)

**Loss function.** In this work, we use the same loss function as [14, 67] to train the model without the need for annotation. The loss function consists three components:

$$\mathcal{L} = l_{\text{geo}} + l_{\text{vis}} + \lambda E(C, T^*)$$  \hspace{1cm} (8)

where $l_{\text{geo}}$ and $l_{\text{vis}}$ denote the geometric and photometric losses based on a differentiable renderer, $\lambda$ represents a coefficient and we set $\lambda = 0.1$. More details about the loss function can be found in UR&R [14].

### 4. Experiment

We follow the setting in UR&R [14] and use two indoor RGB-D datasets 3DMatch [73] and ScanNet [11] to conduct our experiments. The following sections are organized as follows. First, we illustrate the details of our experimental settings including datasets, implementation, evaluation metrics, and competitors in section 4.1. Next, we evaluate our method on ScanNet in section 4.2. In this section, we conduct two experiments. The former tests the performance of our method trained on ScanNet [11] and the latter tests our method trained on 3DMatch [73] to verify its generalization. To further understand the effect of our multi-scale bidirectional fusion, we conduct comprehensive ablation studies in section 4.3. We also provide more visualizations and extra experiments in the supplementary material.

#### 4.1. Experimental Settings

**Datasets.** We use two widely-used RGB-D datasets ScanNet [11] and 3DMatch [73], which contain RGB-D images, camera intrinsics, and ground-truth poses of the camera. For both datasets, we follow settings in [14, 15, 67] to generate view pairs by sampling image pairs which are 20 frames apart. This results in 1594k/12.6k/26k RGB-D pairs for ScanNet and 122k/1.5k/1.5k RGB-D pairs for 3DMatch for train/val/test, respectively.

**Implementation.** To achieve a fair comparison, we use the same settings as LLT [67] including batch size, learning rate, image size, and so on. We set $K_{v2g} = 16$ for training and $K_{vg2} = 32$ for test. Since pixels are more dense than valid points, we set $K_{g2v} = 1$ to save memory. Before generating point clouds from depth images, we apply the hole completion algorithm [36] to the depth images. Our network is implemented in Pytorch [48] and Pytorch3d [53]. All the experiments are conducted on a single A40 graphic card. For more details of implementation, please see the supplementary material.

**Evaluation metrics.** Following prior work [14, 15, 67], we evaluate the RGB-D point cloud registration by three evaluation metrics: rotation error, translation error, and chamfer error [45]. For the above metrics, we not only report their mean and median values but also their accuracy under different thresholds.

**Competitors.** Our competitors can be divided into three categories based on the modalities they use. The first category is only based on point cloud. In addition to previous baselines including ICP [5], FPFH [55], FCGF [10], DGR [8], 3D MV Reg [17] and BYOC [15], we also compare our method to the state-of-the-art point cloud registration method REGTR [70]. We use its officially provided weights, which are obtained by training on 3DMatch, for inference on ScanNet to compare the generalization. The second category is only based on RGB image. It includes many classic baselines such as SIFT [43], SuperPoint [13],...
Table 1. Pairwise registration on ScanNet [11]. Pose Sup indicates the pose or correspondence supervision.

<table>
<thead>
<tr>
<th>Train Set</th>
<th>Pose Sup</th>
<th>Accuracy↑</th>
<th>Error↓</th>
<th>Accuracy↑</th>
<th>Error↓</th>
<th>Accuracy↑</th>
<th>Error↓</th>
<th>Chamfer↑</th>
<th>Error↓</th>
</tr>
</thead>
<tbody>
<tr>
<td>ICP [5]</td>
<td>-</td>
<td>31.7</td>
<td>55.6</td>
<td>99.6</td>
<td>10.4</td>
<td>8.8</td>
<td>7.5</td>
<td>19.4</td>
<td>74.6</td>
</tr>
<tr>
<td>FFPEH [55]</td>
<td>-</td>
<td>34.1</td>
<td>64.0</td>
<td>90.3</td>
<td>20.6</td>
<td>7.2</td>
<td>8.8</td>
<td>26.7</td>
<td>66.8</td>
</tr>
<tr>
<td>SIFT [43]</td>
<td>-</td>
<td>55.2</td>
<td>75.7</td>
<td>89.2</td>
<td>18.6</td>
<td>4.3</td>
<td>17.7</td>
<td>44.5</td>
<td>79.8</td>
</tr>
<tr>
<td>SuperPoint [13]</td>
<td>-</td>
<td>65.5</td>
<td>86.9</td>
<td>96.6</td>
<td>8.9</td>
<td>3.6</td>
<td>21.2</td>
<td>51.7</td>
<td>88.0</td>
</tr>
<tr>
<td>PFCG [10]</td>
<td>-</td>
<td>70.2</td>
<td>87.7</td>
<td>96.2</td>
<td>9.5</td>
<td>3.3</td>
<td>27.5</td>
<td>58.3</td>
<td>82.9</td>
</tr>
<tr>
<td>DGR [8]</td>
<td>3DMatch</td>
<td>✓</td>
<td>81.1</td>
<td>89.3</td>
<td>94.8</td>
<td>9.4</td>
<td>1.8</td>
<td>54.5</td>
<td>76.2</td>
</tr>
<tr>
<td>3D MV Reg [17]</td>
<td>✓</td>
<td>87.7</td>
<td>93.2</td>
<td>97.0</td>
<td>6.0</td>
<td>1.2</td>
<td>69.0</td>
<td>83.1</td>
<td>91.8</td>
</tr>
<tr>
<td>REGTR [70]</td>
<td>✓</td>
<td>86.0</td>
<td>93.9</td>
<td>98.6</td>
<td>4.4</td>
<td>1.6</td>
<td>61.4</td>
<td>80.3</td>
<td>91.4</td>
</tr>
<tr>
<td>UR&amp;R [14]</td>
<td>3DMatch</td>
<td>✓</td>
<td>87.6</td>
<td>93.1</td>
<td>98.3</td>
<td>4.3</td>
<td>1.0</td>
<td>69.2</td>
<td>84.0</td>
</tr>
<tr>
<td>UR&amp;R (RGB-D)</td>
<td>3DMatch</td>
<td>✓</td>
<td>87.6</td>
<td>93.7</td>
<td>98.8</td>
<td>3.8</td>
<td>1.1</td>
<td>67.5</td>
<td>83.8</td>
</tr>
<tr>
<td>UR&amp;R (Supervised)</td>
<td>3DMatch</td>
<td>✓</td>
<td>92.3</td>
<td>95.3</td>
<td>98.2</td>
<td>3.8</td>
<td>0.8</td>
<td>77.6</td>
<td>89.4</td>
</tr>
<tr>
<td>BYOC [15]</td>
<td>3DMatch</td>
<td>✓</td>
<td>96.5</td>
<td>85.2</td>
<td>97.8</td>
<td>7.4</td>
<td>3.3</td>
<td>30.7</td>
<td>57.6</td>
</tr>
<tr>
<td>LLT [67]</td>
<td>3DMatch</td>
<td>✓</td>
<td>93.4</td>
<td>96.5</td>
<td>98.8</td>
<td>2.5</td>
<td>0.8</td>
<td>76.9</td>
<td>90.2</td>
</tr>
<tr>
<td>Ours</td>
<td>3DMatch</td>
<td>✓</td>
<td>94.6</td>
<td>97.0</td>
<td>98.7</td>
<td>3.0</td>
<td>0.8</td>
<td>81.0</td>
<td>92.0</td>
</tr>
</tbody>
</table>

Table 2. Single branch performance of our method and LLT [67] (upper rows) and comparison with other fusion strategies (lower rows). Visual (Ours) and Geo (Ours) denote the visual and geometric branches of our PointMBF, respectively. Visual (LLT) denotes the visual branch in LLT, which is based on the dilated convolution. Visual (RGB-D) denotes our visual branch with an additional channel for depth images. All these networks can resemble augmented version of UR&R [14] with different feature extractors. CAT denotes fusion using direct concatenation. DF denotes fusion using DenseFusion [63]. Trans denotes fusion using transformer [59, 40] in high-level feature space like DeepFusion [40]. Ours wo res denotes removing the residue design in our fusion modules.

<table>
<thead>
<tr>
<th>Train Set</th>
<th>Pose Sup</th>
<th>Accuracy↑</th>
<th>Error↓</th>
<th>Accuracy↑</th>
<th>Error↓</th>
<th>Accuracy↑</th>
<th>Error↓</th>
<th>Chamfer↑</th>
<th>Error↓</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ours</td>
<td>3DMatch</td>
<td>✓</td>
<td>96.0</td>
<td>97.6</td>
<td>98.9</td>
<td>2.5</td>
<td>0.7</td>
<td>83.9</td>
<td>93.8</td>
</tr>
</tbody>
</table>

4.2. Evaluation on ScanNet

To fully evaluate the proposed method, we train our PointMBF on ScanNet [11] and 3DMatch [73], respectively, and test them on ScanNet. The former experiment closely resembles the cases of processing unannotated datasets, while the latter evaluates the generalization.

Trained on ScanNet. As shown in Table 1, when the training set and test set come from the same domain, our proposed method achieves new state-of-the-art performances on almost all metrics, especially in terms of accuracy under small thresholds. Compared to previous state-of-the-art method LLT [67], our method gains large improvement in translation, which is the bottleneck of the registration on ScanNet. Moreover, by comparing our method with the RGB-D version of UR&R and LLT, we find that the fusion strategy plays an important role in RGB-D point cloud registration. Unidirectional fusion in LLT leverages the complementary information of RGB-D data, but still does not fully exploit them. Our multi-scale bidirectional fusion is a better choice for RGB-D fusion, which can achieve better performance even without sophisticated branches as other methods [67]. This will be further demonstrated in our ablation studies.

Trained on 3DMatch. The generalization results of learning-based methods are also shown in Table 1, where the models are trained on 3DMatch and tested on ScanNet. It can be observed that our method not only achieves the state-of-the-art performance on almost all metrics but also outperforms several recent supervised methods such as REGTR [70] and the supervised UR&R by a large margin.
This is because we use fusion in all stages, which tends to exploit the complementary information between different modalities more effectively. We also find that the residue design in our fusion module plays an essential role.

Different networks to handle different modalities. This also reveals that the design of fusion strategy plays a vital role in RGB-D point cloud registration.

Effect of multi-scale fusion. In this work, we fuse information in all stages rather than in the last layers as LLT [67]. We believe that fusion in all stages can promote the exchange of complementary information in multiple scales, making features more distinctive. To verify this, we conduct an ablation on fusion stages.

The results are shown in Table 3. We find fusion in each stage all contributes to the feature extraction. By gradually stacking fusion at different stages, our method finally achieves the best performance. It also can be seen that our bidirectional fusion is powerful as only bidirectional fusion in the encoding or decoding stage shows competitive performance.

Effect of bidirectional fusion. There are three types of information fusion in our proposed framework, namely the multi-scale visual-to-geometric (V2G) fusion, multi-scale geometric-to-visual fusion (G2V) fusion, and the fusion using direct concatenation (CAT) at the end of the two branches. To further confirm the effectiveness of each fusion, we conduct another ablation on fusion directions. Specifically, we reserve one or two of the three fusion types and compare their performance to our whole model. The results are shown in Table 4. When only using one type of fusion, the performance of CAT is similar to that of G2V.
and they are superior to V2G. On base of CAT, adding either of V2G or G2V can help improve the performance and the highest performance is achieved by adding bidirectional fusion to CAT, as shown in the last row of Table 4.

5. Conclusion

In this work, we propose a multi-scale bidirectional fusion network for unsupervised RGB-D point cloud registration. Different from other networks for RGB-D point cloud registration, our method implements bidirectional fusion in all stages rather than unidirectional fusion only at some stages, which can leverage the complementary information in RGB-D data more effectively. The extensive experiments also show that our multi-scale bidirectional fusion not only helps network achieve new state-of-the-art performance but also outperforms a series of fusion strategies using the same network branches for feature extraction. Furthermore, we believe our multi-scale bidirectional network is a general framework, which can be transferred to more applications such as reconstruction, tracking, etc in the future.
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