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Abstract

Federated learning has gained recognitions as a secure
approach for safeguarding local private data in collabo-
rative learning. But the advent of gradient inversion re-
search has posed significant challenges to this premise by
enabling a third-party to recover groundtruth images via
gradients. While prior research has predominantly focused
on low-resolution images and small batch sizes, this study
highlights the feasibility of reconstructing complex images
with high resolutions and large batch sizes. The success of
the proposed method is contingent on constructing an over-
parameterized convolutional network, so that images are
generated before fitting to the gradient matching require-
ment. Practical experiments demonstrate that the proposed
algorithm achieves high-fidelity image recovery, surpassing
state-of-the-art competitors that commonly fail in more in-
tricate scenarios. Consequently, our study shows that local
participants in a federated learning system are vulnerable
to potential data leakage issues. Source code is available at
https://github.com/czhang024/CI-Net.

1. Introduction

Federated learning (FL) [16, 17, 20] provides a dis-
tributed paradigm that enables multiple parties to coopera-
tively learn a shared model. The primary premise of such a
learning scheme is to tackle apprehensions concerning data
privacy and security, by permitting users to upload their lo-
cal gradients instead of the raw data.

But yet, this purported property of data privacy pro-
tection has recently come under scrutiny, as evidenced by
several works [37, 35, 32] that question the possibility of
recovering hidden data from uploaded gradients. Stud-
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ies [7, 11] provided affirmative evidence to this question by
demonstrating the feasibility of reconstructing training im-
ages through a process known as “gradient inversion”. Such
a process involves the use of some randomly generated im-
ages, and iteratively computes the discrepancy between the
gradients of the generated image and the true values. It then
adjusts the pixel values in the direction of minimizing such
a discrepancy, until the generated image gradients match the
target gradients to a satisfactory degree.

The success of these inversion works is often contin-
gent upon certain stringent assumptions: the underlying
groundtruth images should possess low image resolutions
and small batch sizes. A compelling counterexample to this
is that attempting gradient inversion for batch sizes larger
than 4 on datasets like CIFAR-10 turns out to be ardu-
ous [35]. For more complex datasets like ImageNet, images
recovery for large batch sizes would be even more challeng-
ing [31]. But real-world participants of federated learning
systems typically employ significantly larger batch sizes,
for instance, 64 on CIFAR-10 and 16 on ImageNet, dur-
ing local model training. As consequences, the inversion of
gradients in such scenarios poses a significant challenge for
these algorithms.

Lying ahead is the issue of nested gradients. Typically,
local clients in an FL system only transmit an averaged gra-
dient to the server, rather than the gradient of each individ-
ual image. Decoupling these averaged gradients presents an
arduous task since random decomposition may only lead to
a set of noisy gradients. An ideal algorithm would be capa-
ble of properly decoupling the averaged gradient in a correct
way such that each gradient would act as a proxy for some
natural image as expected.

The conventional approach to address the gradient cou-
pling issue involves incorporating some image priors. For
example, a study in [7] introduced a total variation term to
penalize images with high variations, while the work [31]
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employed multiple fidelity regularizations. But in this pa-
per, we shall highlight that the inclusion of these additional
regularization terms may alter the fundamental properties
of the original problem, thereby raising concerns about
whether the groundtruth images indeed trigger the minimal
loss.

The goal of this research is to present an alternative ap-
proach to gradient inversion that does not rely on image pri-
ors. Drawing inspiration from a recent study [ 1, 33], we
propose an over-parameterized generative algorithm specif-
ically designed for gradient inversion. The proposed algo-
rithm takes into account three crucial factors in the gradient
inversion problem: (i) an over-parameterized network to en-
sure that image generation and gradient matching have an
non-empty intersection, (ii) a convolutional network to mit-
igate gradient matching to noise and (iii) a well-designed
architecture to facilitate pixel-level intimacy. Leveraging
these factors, we introduce the Convolutional Inversion Net-
work (CI-Net), an over-parameterized network that offers a
novel method for gradient matching without requiring prior
information.

Numerical experiments demonstrate that the proposed
algorithm exhibits superior performance in broader scenar-
ios, including those involving large batch sizes and high-
resolution images. Our proposed network, denoted as
“CI-Net”, outperforms state-of-the-art (SOTA) competitors,
which generally struggle under such conditions. For exam-
ple, when evaluated on the CIFAR 10 dataset with a batch
size of 128 images, our proposed CI-Net achieves a mean
peak signal-to-noise ratio (PSNR) of 31.40, surpassing its
closest competitor, which only attains a mean PSNR value
of 11.05. Moreover, the proposed algorithm has minimal
pre-requisites for pre-training or prior knowledge concern-
ing the data distribution, thereby enabling its use in a “plug
and play” manner. Such a property renders the proposed
method more practical for gradient inversion cases in which
we have limited knowledge on the local data.

2. Related Works
Generative Method The convolutional method presented
in this paper draws on recent advancements [8, 23, 9, ]

in the field of generative adversarial network (GAN). GAN
methods aim to generate new data by learning statistics
from a set of training samples, and their effectiveness lies
in their ability to capture the underlying distribution of the
training data. Such a property allows it to deliver state-of-
the-art image synthesis performance in many areas, includ-
ing but not limited to [5, 19, 28, 3, 18, 25]. Specifically, the
convolutional method proposed in this paper builds upon
the findings of recent investigations on the progressive-
growing generative models [12, 1]. This model involves
starting from a small image core and progressively enlarg-
ing the image size, allowing the proposed convolutional

method to generate high-fidelity images while simultane-
ously reducing computational costs. Therefore, this pa-
per shows that the progressive-growing generative method
holds promise as a candidate for he gradient inversion re-
search.

Gradient Inversion Gradient inversion has garnered sig-
nificant attention in recent years as it provides a reverse en-
gineering approach to reconstruct hidden images from their
gradient proxies. In essence, the method involves using the
gradients of a deep neural network to infer the underlying
images that the network was trained on. Initial prototypes
of this method were presented in earlier studies [22, 27],
where reconstruction possibilities were shown on shadow
neural networks. Building on this line of research, more re-
cent work [37] focused on the gradient inversion problem
for deep neural networks, which involves jointly optimiz-
ing pseudo inputs and labels. Subsequent studies [35, 2, 34]
revealed that the labels could be extracted independently be-
forehand, leading to improved stability and accuracy of the
inversion procedure. But their success was generally lim-
ited to very low batch sizes and image resolutions, hence
later works in [7, 31, 27, 6] considered extra regularization
terms, in order to provide some prior information.

The study conducted by Jeon et al. [11] investigated
the applicability of generative methods for the gradient in-
version problem. This work is the most relevant to the
present study, but several key differences are worth not-
ing. First, unlike their approach, our proposed method does
not require any image prior or pre-training. Second, our
study reveals that over-parameterization is a crucial factor
in achieving successful gradient inversion, whereas this is
overlooked and the convolutional model [ 1] may be under-
parameterized.

3. Problem Statement

In this section, we present the formulation of gradient
inversion problem and analyse the potential issues when in-
corporating regularization terms for image priors.

3.1. Formulation

In conventional FL systems, local training data and asso-
ciated labels are generally not accessible to external entities,
such as the curious server or third-parties. Instead, these
entities may only gain access to the uploaded local average
gradient.

Given the uploaded gradient VW computed from a mini-
batch of groundtruth images and labels (z*, y*), the goal of
gradient inversion is to search some fake images (Z*,J*)
that trigger the minimum gradient matching loss:

(3%*’ @*) = arg %21?5 Lgrad ((JA}, ?Q), W, VW) .
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In line with the prior work [37, 35], the batch size and
image resolution are assumed to be known in advance. This
facilitates the genuine images x* and counterfeit images &*
to be within the same space RV > where N corresponds
to the batch size, and D represents the dimensionality of
each individual sample.

Earlier studies [35, 31, 2] have demonstrated that the
true labels y* can be extracted directly from the final layer
information, prior to the aforementioned optimization pro-
cess. Consequently, the formulation may be simplified as
follows:

" = argmin Lgq (2, W, VIV) . €))

One possible choice for the gradient matching loss Lyyaq
could be the Lo-norm loss, which leads to the following
formulation:

Leaa (&, W,VW) := |VwL(2,y*) — Vw L(z*, y*)|*.
)

Alternatively, the gradient matching loss L,q can be based
on the cosine-similarity loss:

<VWL(S%7Z/*), VwL(LC*, y*)>

Leraa (2, W, VW) := 1
(3)

3.2. Regularization with Image Priors

The preceding gradient matching formulation exhibits
commendable performance in scenarios featuring small
batch sizes and low image resolutions. But in more com-
plex settings when more local samples are involved, such a
direct formulation may not function effectively.

3.2.1 Regularization

To mitigate this issue, recent research has concentrated on
enhancing the gradient matching loss through incorporat-
ing various supplementary regularizations. For example,
the work in [7] considers the total variation loss TV(z) as
the regularization term, whereas multiple fidelity and group
consistency regularization terms are utilized in [31]. In gen-
eral, the overall loss becomes:

Lo (2, W, VW) = Lgaa (2, W, VW) + ALyee(Z).  (4)

The underlying reason of incorporating regularization
terms is to establish some image priors before tackling the
gradient matching problem. For instance, the above exam-
ple in [7] relies on the assumption that the resulting images
should exhibit low variations, in order to prevent overfitting
to spurious noise during gradient inversion.

VW L@, y) [ Vw Lz, v

3.2.2 Issue of Regularization

We shall highlight one potential issue that is overlooked:
the groundtruth images will certainly obtain a zero loss in
Eq (2) and (3), but there is no guarantee that these images
will continue to result in the minimal loss when additional
regularization terms are introduced.

To see this, it is theoretically possible to construct a
counter-example in which a set of fake images, denoted by
Z, result in even smaller loss than the groundtruth images
z* in the following proposition.

Proposition 1. Considering the loss function (4) with a TV
regularization, there exist a set of parameters (A, W, VW)
and some fake images T such that L, (2, W,VW) <
Lsum (l’*, VV7 VW)

As such, optimizing the summed loss (4) with algorithms
like gradient descent may not necessarily converge towards
the target images x*. This phenomenon has also been em-
pirically confirmed in our subsequent studies, wherein the
optimization process frequently yields spurious images that
bear very low resemblance to the groundtruth. In fact, our
empirical results also show that the severity of this issue can
be exacerbated when the underlying batch size is increased
to a potentially large level.

4. The Proposed Method

The efficacy of image priors in achieving the intended
groundtruth images has been shown to be uncertain. Thus,
we shall deviate from the conventional approach and con-
centrate on the original problem (2) and (3) with an alterna-
tive method in this section.

4.1. Objective Function

In the following, we shall employ a generative approach
as the underlying framework to conduct gradient inver-
sion, as opposed to optimizing pixel values independently.
Specifically, a convolutional model G is required to receive
a latent vector 2 as its input and generate a batch of images
Z = G(z0,0). Its parameters 0 shall be updated by com-
paring the gradients of the generated images with the true
received values, namely

¥ = arg mein Lorad (G(20,0), W,VW).

4.2. Existence and Uniqueness of Solutions

By omitting regularization terms, the above formulation
circumvents the possibility of generating error-inducing im-
ages. But yet, we must address the existence and unique-
ness of solution to this formulation, before proposing any
practical algorithms. Existence of an optimal solution is ev-
idently trivial, as the groundtruth images lead to zero loss
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and thus represent one optimal solution. The real challenge
pertains to whether these images are the sole solution for
the aforementioned loss functions. Otherwise we may cre-
ate the same predicament whereby the optimization algo-
rithm may not steer us towards the groundtruth images, as
desired, if other solutions also achieve zero loss.

Unfortunately, the answer is negative in general: we can-
not guarantee the uniqueness of solution. The following
case presents a simple example on a 1-layer network.

Proposition 2. Consider the gradient inversion problem on
the 1-layer neural network with a mini-batch of N samples.
Eqgs (2) and (3) obtain a zero loss when the generated im-
ages T = [I1,Za, - , T N] satisfy:

N-VW =2%-P, ®)

where P refers to a matrix defined by the prediction proba-
bilities {p; j} and the one-hot encoding of the labels y* '.

The constraint specified in Eq (5) imposes a necessary
condition that must be satisfied by the generated images z,
in order to attain a zero loss. Notably, these images can be
considered as independent variables that reside within the
RN*P space, where D corresponds to the dimensions of
each sample ;. Consequently, for any given VW, there
exists a suitable V such that dim (%) > dim(VW), making
it impossible to ensure the uniqueness of the solution.

The non-uniqueness phenomenon can be extended be-
yond the 1-layer neural network to more complex networks,
where the gradient constraints alone fail to guarantee a
unique solution 2. In Figure 1, we train a convolutional
model from [ | 1] for 50k iterations with signed gradient de-
scent to reconstruct 128 CIFAR-10 images. Despite achiev-
ing a low mean /5 loss of 5.09 x 1075, many of the result-
ing images exhibit poor resemblance to the groundtruth and
tend to be high blurring.

Figure 1: Non-uniqueness of solutions: a set of undesired
images also satisfy the gradient matching requirement.

Details are provided in Appendix A.

2A related non-uniqueness problem was also demonstrated in [36],
where the authors showed that even for large neural networks, there may
exist pairs of different data points with the same gradient.

4.3. Generative Convolutional Inversion via Over-
Parameterized Convolution Network

The aforementioned issues compel us to explore gener-
ative methodologies that can effectively surmount the chal-
lenges, especially under more intricate cases. The solution
we shall propose is predicated on three key components:
an over-parameterization setting, an implicit convolutional
regularization, and a well-crafted architecture.

4.3.1 Over-Parameterization

Our study shall first emphasize a crucial element that
has seldom been explored in prior research, namely over-
parameterization.

Given a latent vector zp and a convolutional model
G, define its generative model space as Xs =
{# e RN*P | & = G(20,0),0 € ©}. Similarly, we may
define the optimal set of (1) as

Xgrad — {j* c RVxD | arg rr#n Lgraq (2, W, VW)} .
(6)
A necessary condition for successful generative method
is require the intersection of these two spaces to be non-
empty. The following proposition presents a formal articu-
lation of this prerequisite, as well as a practical condition.

Proposition 3. Given a latent vector zy and its correspond-
ing generative model space X, let its intersection with the
gradient constraints be defined as

Xa = X6 N Xgraa- (7

A necessary condition for successful generative gradient in-
version is that X5 # . Furthermore, in the case where Xg
is sufficiently large, such a non-emptiness condition always
holds.

The above proposition requires the generative space Xg
to be sufficiently large so that the intersection to the gradient
inversion is non-empty. Theoretically, this can be achieved
by endowing the generative model with ample parameters
to represent any arbitrary manifold [15]. Intersection in
this case is always non-empty as the groundtruth images
satisfies the gradient constraints z* € Xgrad. Empirically,
while the linearly independent constraints of VIV may vary
from case to case, a judicious approach is to stipulate that
the number of parameters P(G) of the generative model is
greater than that of the original model P(F'). By adding
more parameters and expand Xg, we expect the parameter
number to exceed the constraint number so that a minimal
loss is incurred.

Ablation study validates the above conclusions. Specif-
ically, we vary the number of parameters in a convolu-
tional network architecture denoted by F' and examine
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Figure 2: Ablation study on over-parameterization.
P(F) ~ 0.33M. Results indicate over-parameterized mod-
els obtain an SSIM value of 1.0 for image reconstruction.

the resulting performance in generating high-fidelity im-
ages. The original model F' contains 0.33M parameters
and consists of 2 convolutional layers and 1 linear out-
put layer. Our results, presented in Figure 2, demonstrate
that an under-parameterized G (with channel sizes of 8 and
16) yields poor performance, while an over-parameterized
model (with a channel size of 128) achieves a structural
similarity index measure (SSIM [26]) close to 1. Notably,
even for highly over-parameterized cases, where the chan-
nel size is 512 and P(G) ~ 60P(F'), we can still obtain
high-fidelity images, albeit with slower convergence rates
due to the large number of trainable values.

4.3.2 Implicit Convolutional Regularization

The above over-parameterization requirement of P(G) >
P(F) may be somehow counter-intuitive at the first glance:
the training parameters now exceeds the constraints and we
no longer have the uniqueness guarantee. To avoid fitting
to some random noises instead of the groundtruth images,
we propose the use of an implicit regularization technique
by leveraging a convolutional architecture as the underlying
generative model G.

The convolutional network has been demonstrated to
possess an implicit image prior that prioritizes natural im-
ages over high-frequency noise. In particular, the work of
[24] has shown that the structure of a convolutional net-
work is capable of capturing a significant amount of low-
level image statistics prior to any learning. When presented
with a perturbed natural image, the convolutional network is
able to first learn a clean solution before fitting to the noisy
groundtruth. The use of convolutional methods also circum-
vents the potential biases that may arise from regularization
techniques, such as total variation [4].

Our ablation study provides further validations of the im-
plicit regularization in gradient inversion. Specifically, we

Reconstruction Performance
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Figure 3: Ablation study on both true images and random
noises. Left figure shows gradient inversion on natural im-
ages (orange line) achieves an SSIM value close to 1, while
inversion of random noises (blue line) results in poor per-
formance. The random noises and the reconstructed coun-
terparts are plotted in the right panel, for visual comparison.

require the same convolutional network to perform gradi-
ent inversion on four images from the CIFAR-10 dataset, as
well as four randomly generated noises. As illustrated in
Figure 3, our findings indicate that the convolutional net-
work is capable of accurately recovering groundtruth infor-
mation for natural images, yet fails to achieve high fidelity
for noises. The reconstructed noise images exhibit a range
from —0.16 to 0.62, which is statistically different from the
original images normalized to the [0,1] range.

4.3.3 Architecture Design

An essential component in achieving effective gradient in-
version involves carefully crafting the building blocks of the
generative model, as it enables the development of pixel in-
timacy within the image neighborhood. To attain this objec-
tive, we contemplate the variant of the progressive-growing
network [ 2] and frequently apply interpolations during the
image generation process. The objective of such frequent
interpolations is to enable the raw image to generate new
pixels by taking into account neighboring values. To en-
hance pixel similarities, the original linear interpolation ap-
proach in [12] is substituted with the nearest-interpolation
method. We also exclude the original Resnet-block [10]
from our design since it alters the values of the neighbor-
ing pixels.

Subsequently, a network can be constructed by assem-
bling these building blocks to facilitate the transition of the
random vector zp into images suitable for gradient match-
ing. The number of transition layers and the convolutional
channels are determined by an initializer to ensure compli-
ance with the aforementioned over-parameterization condi-
tion. The overall architecture of the proposed convolutional
inversion network, dubbed the “CI-Net”, is depicted in Fig-
ure 4. Notably, to the best of our knowledge, this is the
first study to address the gradient inversion problem from
an architectural design standpoint.
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Figure 4: Architecture design of CI-Net and its model updating process.

4.4. Plug and Play

To this end, we have designed an over-parameterized
convolutional network to generate images before fitting to
the gradient matching requirement. The proposed approach
can be implemented in a “plug and play” fashion, de-
void of requirements for prior knowledge, pre-training, or
regularization. An arbitrary zy can be fed into the over-
parameterized network G, followed by training the param-
eter 0 to achieve the minimal gradient matching loss. This
allows the above network to be more applicable for general
FL settings, where local data are totally invisible.

5. Experiments

This section is dedicated to validating the proposed net-
work by conducting practical gradient inversion experi-
ments. Specifically, our research will focus on scrutinizing
the potential impacts of large batch sizes and high resolu-
tion images on the performance of the gradient inversion
algorithms.

5.1. Preparations

Our experimental validations are centered on the image
classification task, with particular attention to two datasets:
CIFAR-10, with a resolution of 32 x 32, and ImageNet,
with a resolution of 256 x 256. The original Resnet-18
network [10] serves as the baseline model F', with its ac-
tivation function replaced by sigmoid as suggested by [37].
The experimental evaluations are performed on the Nvidia
3090Ti platform, which provides a 24GB GPU memory.
To facilitate comparative analysis, we conduct a compre-
hensive evaluation of several state-of-the-art gradient inver-
sion algorithms, including DLG [37], iDLG [35], IGT [7],
and GIAS [1 1], based on their original source codes. Each
process is repeated thrice using different ResNet-18 mod-

els generated through various seeds. Finally, we employ
four image quality assessment metrics to quantify the simi-
larity between the generated images and the corresponding
groundtruth images.

5.2. CIFAR-10 Experiment

Our study commences with a series of experiments con-
ducted on the CIFAR-10 dataset, aimed at tackling the is-
sue of large batch sizes in the gradient inversion problem.
In practical settings, participants in FL systems may prefer
to employ a relatively large batch size, in order to expedite
their local training process. Moreover, if the participants
elect to encrypt their gradients using the Multi-Party Com-
putation (MPC) method [29, 30], their local gradients are
fragmented into multiple pieces before being transmitted to
the server for aggregation. Consequently, third parties as
well as the central server may lack access to the gradient
information of each participant, and instead only obtaining
the averaged gradient for all participants. This results in
larger batch sizes, exacerbating the issue of nested gradient
further.

Figure 5 depicts the performance of all algorithms on a
fixed ResNet-18 model as the batch size progressively in-
creases from 4 to 128. The findings demonstrate that the
generative method GIAS (yellow bar) consistently outper-
forms other non-generative competing algorithms when the
batch size remains within the range of 4 to 64. However,
its structural similarity (SSIM) experiences a significant de-
cline when 128 images are utilized in the local training pro-
cess. In such a more intricate case, the majority of algo-
rithms fail to discover appropriate decomposition in the gra-
dient inversion process and achieve notably low SSIM and
PSNR values. Nevertheless, the proposed CI-Net (blue bar)
emerges as the sole exception and attains high-fidelity im-
ages with an SSIM value of 0.98, signifying a strong resem-
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Figure 5: Gradient inversion on the CIFAR-10 dataset. The structural similarity (SSIM) noticeably decreases with an increase
in batch size from 4 to 128, except for the proposed method in this paper. Additionally, four sample images from both GIAS
and the proposed method are presented on the right-hand side of the figure, allowing for a visual comparison with the

groundtruth.
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Figure 6: Sample reconstructed images on CIFAR-10
dataset, when batch size equals 128.

Such a conclusion is further bolstered by exhibiting
twelve sample images * from the resulting outcomes in Fig-
ure 6. It is evident from the results that the images gener-
ated by CI-Net exhibit a high degree of resemblance to the
groundtruth images, in contrast to the output produced by
its competitors, which is notably blurry. This procedure is
then repeated thrice, and the corresponding results are con-
solidated in Table 1. All four numerical metrics presented
in the table unequivocally demonstrate that the proposed ap-
proach surpasses its rivals in this scenario.

By comparing to GIAS [11], results also demonstrate
necessity of incorporating an over-parameterized network
for gradient inversion. GIAS employs the existing DC-
GAN [23] (BigGAN [ 1] for the later ImageNet dataset) as
a pioneering generative method, but its performance is un-
satisfactory for a batch size of 128. In contrast, we propose
a dedicated architecture for gradient inversion that empha-
sizes the over-parameterization, especially for large batch
sizes. This enables us to reconstruct the hidden images al-

3 All 128 images of CI-Net are available in Appendix C.

Table 1: Algorithm performance of gradient inversion on
CIFAR-10 data, with batch size equalling to 128. SSIM
and FSIM have maximum value 1, and LPIPS has minimum
value 0.

Algorithm SSIM? FSIM? PSNR?T LPIPS (VGG)|
DLG [37] | 0.10£0.01 | 0.58+0.01 6.13 £+ 0.06 0.65£0.01
iDLG [35] | 0.104+0.01 | 0.57£0.01 6.03 £0.01 0.61 £0.01
IGT [7] 0.16 £0.01 | 0.59 £0.01 8.03 £ 0.26 0.61£0.01
GIAS[11] | 0.264+0.11 | 0.66 £0.06 | 11.05+£2.85 0.59 £ 0.06
Ours 0.98+0.01 | 0.98+0.01 | 31.40+0.14 | 0.03+0.01

most identically, as demonstrated in Figure 6.
5.3. ImageNet Experiment

The above experiments are also replicated on the Ima-
geNet dataset, which is known to pose a significant chal-
lenge for gradient inversion due to its high-resolution im-
ages. Prior studies often resort to addressing this issue
by downscaling the original images before facilitating im-
age recovery (e.g., downsampling ImageNet to 64 x 64 in
GIAS [11]). But in this study, we shall preserve the origi-
nal image resolution and employ a larger batch size of 24 to
more accurately emulate practical local updates in FL sys-
tems.

Truth

Figure 7: Sample reconstructed images on ImageNet.

Table 2 illustrates that the use of high-resolution images
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and a large batch size presents practical challenges for all
existing gradient inversion algorithms, with the best SSIM
value achieved by our competitors being only 0.04. De-
spite outperforming the other algorithms, performance of
the proposed CI-Net is also affected by the complexity of
the data, resulting in a mean SSIM value of 0.52. For vi-
sual comparison, Figure 7 displays the reconstructed results
for the first two images, with the remaining images avail-
able in Appendix D. Its results reveal that the proposed al-
gorithm is still capable of reconstructing the original im-
ages, albeit with relatively blurred outcomes compared to
the groundtruth.

Table 2: Gradient Inversion on the ImageNet dataset, using
a batch size of 24.

Algorithm SSIMT FSIM{ PSNRT LPIPS (VGG)],
DLG[27] | 0.01£0.00 | 0.45£0.01 | 5.40=0.05 0.84+0.01
iDLG [35] | 0.01£0.00 | 0.47£0.01 | 6.09=0.04 0.83 £ 0.01
IGT[7] | 0.04+0.01 | 0.534+0.01 | 7.9040.22 0.77 £ 0.01
GIAS[11] | 0.04+0.02 | 0.54+0.04 | 8.03+£0.77 0.78 £ 0.07
Ours | 0.524+0.06 | 0.77+0.03 | 19.64+=1.05 | 0.49+0.04

5.4. Extension to Even Larger Sizes

Our research findings can be extrapolated to even greater
batch sizes, as evidenced by our additional numerical exper-
iments using 256 CIFAR-10 images and 32 ImageNet im-
ages. It should be noted that these batch sizes represent the
maximum supported by our GPU memory.

The outcomes exhibited in Table 3 are coherent with our
prior discoveries, as the CI-Net continuously produces su-
perior quality images on the CIFAR-10 dataset. Due to
space limitations, further experiments on ImageNet are pro-
vided in Appendix D.

Table 3: Performance of CI-Net on the CIFAR-10 dataset,
with various batch sizes.

Batch Size SSIM?T FSIM?T PSNRT LPIPS (VGG)|
64 1.00 £0.00 | 1.00 £0.00 | 33.72 £ 0.05 0.01 4 0.00
128 0.984+0.01 | 0.984+0.01 | 31.40+0.14 0.03 +0.01
256 0.984+0.01 | 0.99+0.01 | 34.11+0.13 0.0240.01

5.5. Choice of Latent Vector

A salient attribute of the proposed CI-Net is its ability
to generate images without relying on priors or regulariza-
tions. Specifically, the proposed method employs a random
latent vector z( and trains the generator from scratch using
the uploaded gradients. This is also distinct from the GIAS
method [11], which necessitates the algorithm to alterna-
tively search for the image prior and the generative model
parameters.

To validate this attribute, we randomly generate three
random Gaussian vectors z( using different seeds (from 40
to 42) in PyTorch to represent diversities. Results shown in

Figure 8 indicate that the choice of Gaussian variable z has
minimal impacts on the final SSIM value. The freedom to
select zg is consistent with prior GAN studies [8, 23] where
users are not required to specify a latent vector.

Reconstruction Performance with Various z,

0.8 1

0.6

SSIM

0.4

0.24
—%— Seed 40

Seed 41
—8— Seed 42

0.0

0 1000 2000 3000 4000 5000
Round

Figure 8: Image reconstruction with various 2.

5.6. Additional Memory Requirement

During our studies, we observe that the incorporation
of an additional convolutional model G resulted in a no-
table augmentation of GPU memory usage. Specifically,
the increase in memory consumption is approximately 40%
as compared to non-generative techniques such as iDLG
and IGT. Despite the augmented resource requirements, our
method remains operationally feasible on a single 3090Ti,
signifying its practical viability as a solution for gradient
inversion.

6. Conclusion

This paper presents a gradient inversion solution to per-
form image reconstruction in federated learning, focusing
on more intricate cases where the current algorithms would
typically fail. Construction of such a solution relies on
three key elements: a convolutional regularization, an over-
parameterization requirement and a well-crafted architec-
ture. The effectiveness of the proposed algorithm is demon-
strated through a series of practical experiments, showcas-
ing its ability to reconstruct the original training images
with greater efficiency, even under conditions of large batch
sizes and high resolutions.
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