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Abstract

Rain can significantly degrade image quality and visibility, making deraining a critical area of research in computer vision. Despite recent progress in learning-based deraining methods, there is a lack of focus on nighttime deraining due to the unique challenges posed by non-uniform local illuminations from artificial light sources. Rain streaks in these scenes have diverse appearances that are tightly related to their relative positions to light sources, making it difficult for existing deraining methods to effectively handle them. In this paper, we highlight the importance of rain streak location information in nighttime deraining. Specifically, we propose a Rain Location Prior (RLP) that is learned implicitly from rainy images using a recurrent residual model. This learned prior contains location information of rain streaks and, when injected into deraining models, can significantly improve their performance. To further improve the effectiveness of the learned prior, we also propose a Rain Prior Injection Module (RPIM) to modulate the prior before injection, increasing the importance of features within rain streak areas. Experimental results demonstrate that our approach outperforms existing state-of-the-art methods by about 1dB and effectively improves the performance of deraining models. We also evaluate our method on real night rainy images to show the capability to handle real scenes with fully synthetic data for training. Our method represents a significant step forward in the area of nighttime deraining and highlights the importance of location information in this challenging problem. The code is publicly available at https://github.com/zkawfanx/RLP.

1. Introduction

While rain degrades image quality and visibility, it can be particularly problematic at night, because the low light condition and complex illuminations make it more difficult to distinguish rain streaks from other image features. This

\textsuperscript{*}Corresponding author: fuying@bit.edu.cn
only rain streaks near light sources are more discernible, as shown in Figure 2. Intuitively, it could facilitate the removal of rain streaks if precise locations were obtained in advance, which is often impractical in real scenes. Likewise, it is a common practice \[14, 26\] to train deep models to predict the locations of raindrop (i.e., raindrop mask) in the raindrop removal community. Therefore, identifying the rain location becomes more crucial than in day scenes.

In this paper, we propose a novel deraining method targeting night scenes. Firstly, we highlight the importance of location information of rain streaks for nighttime deraining, as the appearance of rain streaks is highly varying at different spatial locations at night. Thus, we propose a Rain Location Prior (RLP) which can be implicitly learned by recurrent residual models. It can reveal the location information of rain streaks in night scenes and be incorporated into deraining methods to improve their performance, including CNN-based and Transformer-based ones. Secondly, we propose a Rain Prior Injection Module (RPIM) to increase the importance of features within rain streak areas indicated by RLP. Deraining models can focus more on recovering lost information within rain streak areas and get a further increase in performance. Finally, we perform comprehensive experiments to demonstrate the effectiveness of our method. Our method outperforms existing state-of-the-art methods quantitatively and qualitatively on synthetic data. Furthermore, we demonstrate the capability of our method in handling real scenes. We also conduct ablation studies to evaluate the effectiveness of each component in our method. To summarize, the contributions of our paper are as follows:

- We propose a nighttime deraining method, which highlights the importance of location information of rain streaks for night scenes.
- We propose Rain Location Prior (RLP) and Rain Prior Injection Module (RPIM), which are the keys to revealing location information and boosting the performance of nighttime deraining.
- We demonstrate the state-of-the-art performance of our method on both synthetic and real night rainy scenes from rigorous experiments and ablation studies.

2. Related Work

In this section, we briefly review some existing deraining methods and image restoration backbones as well as existing deraining datasets.

Deraining methods. Recurrent and residual learning are common practices for deraining models. Yang et al. \[36\] proposed a multi-task network to jointly perform rain detection, estimation and removal in a recurrent manner. Fu et al. \[8\] proposed to predict the residue of rain streaks with high-frequency details as input. Li et al. \[21\] proposed Recurrent Squeeze-and-Excitation Context Aggregation Net (RESCAN) which is a recurrent network feeding output of the previous stage to the next one. Ren et al. \[27\] proposed PReNet with recurrent and residual design to balance performance and model complexity. Jiang et al. \[16\] proposed Multi-Scale Progressive Fusion Network (MSPFN) utilizing the multi-scale and recurrent strategy. Deng et al. \[7\] proposed to remove rain streaks and recover lost details with two parallel sub-networks. Yi et al. \[37\] proposed to protect structure information and guide network training with residue channel prior. Wang et al. \[32\] proposed SPatial Attentive Network (SPANet) which also utilizes residual blocks. Wang et al. \[31\] proposed Rain Convolutional Dictionary Network (RCDNet) to integrate the physical structure of residual rain streaks. Liang et al. \[24\] proposed a Deraining Recursive Transformer (DRT) with less parameters. In this work, we compare with some recent deraining models on night scenes.

Image restoration backbones. Recently, powerful image restoration backbones \[4, 5, 9\] outperform previous methods on multiple tasks. Zamir et al. \[40\] proposed MPRNet making full use of encoder-decoder architecture and multi-stage strategies. They also proposed Restormer \[39\] to efficiently handle high-resolution images with the Transformer model. Wang et al. \[34\] also proposed a Transformer-based model following U-Net architecture and achieved promising performance on several tasks. While Tu et al. \[30\] proposed a multi-axis MLP-based architecture in a UNet-shaped hierarchical structure. Despite their robustness and capability, they fail to remove rain streaks in night scenes.

Deraining datasets. Most deraining datasets are synthesized by superposing the rain layer onto clean images. Li et al. \[23\] synthesized 12 rainy images following Garg and Shree \[10, 11\]. Yang et al. \[36\] proposed the Rain100L and Rain100H datasets. Fu et al. \[8\] synthesized 14000 rainy images using Photoshop. Zhang et al. \[44\] proposed the Rain800 dataset following their practice. Zhang and Patel \[43\] proposed the Rain1200 dataset with different density labels. Li et al. \[18\] proposed the NYU-Rain dataset and Hu et al. \[15\] proposed the RainCityscapes dataset based on depth information. Li et al. \[19\] proposed the MPID
dataset with different rain types as well as annotations for the detection task. Wang et al. [32] proposed the first real paired dataset, called SPA-data, using the semi-automatic method to generate clean images from rainy videos. Ba et al. [1] proposed GT-Rain dataset which contains real paired data. Recently, datasets turned their focus on night rainy scenes. Li et al. [20] proposed a real dataset with the ratio of night scenes to be around 50%. Zhang et al. [42] proposed a synthetic night rain dataset, namely GTA V-NightRain, using the game engine for rendering. The emergence of these datasets enables careful study on nighttime deraining.

3. Method

In this section, we first introduce the motivation. Then we describe the Rain Location Prior (RLP) and the Rain Prior Injection Module (RPIM) in detail. The framework of our method is illustrated in Figure 3.

3.1. Formulation and Motivation

The appearance and photometry of rain have been extensively studied for decades [10, 11]. However, most existing synthetic datasets [8, 23, 36, 43] adopt a simplified formulation of rain streaks, where the rainy image \( I \) is modeled as the sum of a rain streak layer \( R \) and a clean image \( B \):

\[
I = R + B.
\]

A common strategy for rain removal is to model rain streaks with specific properties like direction, scale and space distribution and separate the rain layer from the background. This is usually achieved [8, 16, 21, 31, 36] by estimating the rain layer as an intermediate output before the final module and subtract it to restore the clean image.

However, the importance of location information embedded in the rain layer has been underestimated. As discussed in Section 1, since rain location is beneficial for rain removal and night rain appearance varies with spatial locations, obtaining the rain layer in advance is more necessary than in day scenes. Moreover, discriminating the rain layer from the night scene is more difficult due to the coupling of rain appearance and light sources, thus aforementioned practice (i.e., estimating the rain layer and subtracting it to get the final output using the same model) is inefficient.

In this work, therefore, we propose a novel framework for nighttime deraining, encompassing a model specializing the rain layer estimation, and a module that takes full advantage of the information of rain location. Specifically, we decouple the rain layer estimation and clean background reconstruction by introducing the Rain Location Prior (RLP) and Rain Prior Injection Module (RPIM). We learn to mine the information of rain location from nighttime rainy image and restore the clean scene respectively in an end-to-end manner. We further emphasize the features within rain regions by modulating them before rain removal and background reconstruction. In this way, useful information of rain location can be better extracted and exploited, boosting the performance of nighttime deraining.

3.2. Rain Location Prior (RLP)

As mentioned above, the rain layer is commonly assumed to be superposed onto the background, which facilitates the design ideas of progressive and residual learning for many deraining models [8, 16, 27, 32, 37]. These mod-
els typically regard the rain layer as a residual component to the clean image, and some of them learn to progressively model these high-frequency patterns with recurrent structures. These designs, in turn, can reveal location information of rain streaks in night scenes, where the appearance of rain highly depends on its spatial location. For deraining, it would be beneficial if accurate rain locations were provided in advance, which is impractical in real scenes. Therefore, we propose to use recurrent residual architecture to mine the prior knowledge of rain location before removing rain streaks. It can provide the location information to deraining models, thereby further boosting their performance, which highlights its importance for nighttime deraining.

In our proposed formulation, we introduce a module to learn and capture the prior knowledge of rain location, namely Rain Location Prior (RLP), before removing rain streaks. This module is composed of several residual blocks, which are effective in modeling rain streaks as a residual component. Meanwhile, it learns to progressively capture the rain through a recurrent design that utilizes the high-frequency characteristics of rain. When fed with the rainy input and an initial prior map, the module learns to extract deep features and recurrently update the prior map. The process of RLP can be formulated as follows:

$$R_k = \mathcal{F}_{RLP}(I \odot R_{k-1}; \theta), \quad k = 1, ..., N,$$

where \(I\) denotes the input and \(R_k\) is the RLP output at the \(k\)-th stage. \(R_0\) is the initial map and all values are set to 0.5. \(\mathcal{F}_{RLP}(\cdot; \theta)\) refers to the RLP module and \(\theta\) is its parameters. \(\odot\) denotes the channel-wise concatenation. \(N\) denotes the total number of recurrent stages, which is empirically set to 6 and 4 for CNN-based and Transformer-based models, respectively. Concretely, PReNet [27] is a lightweight deraining network with the residual and recurrent design for a balance between complexity and performance. Its simplicity in design tightly fits the role of the RLP module and is adopted in our experiment.

Note that we do not impose additional constraints on the RLP output, because we found that supervision signals from rain streak masks obtained by thresholding following the practice in raindrop removal [14, 26, 38] do not improve the performance. For simplicity, we do not apply regularization terms to the RLP output during training and encourage the module to learn it implicitly from training data. Corresponding experimental results are provided in the supplementary material.

### 3.3. Rain Prior Injection Module (RPIM)

In night scenes, the appearance of rain heavily depends on its spatial position relative to light sources. Therefore, deraining models should treat different areas with varying levels of importance. With the RLP indicating location information of rain streaks, we further emphasize the importance of these areas with the attention mechanism [40].

Specifically, we propose the Rain Prior Injection Module (RPIM). It takes the deep features extracted by the RLP module and further updates the prior map in a residual manner. The updated prior map is then used to generate the attention weights that increase the importance of rain streak areas and suppress other irrelevant areas. Finally, the features within rain streak areas are emphasized by the weights by element-wise multiplication of deep features and the attention weights. The RPIM can be described as follows:

$$\bar{R}, z = \mathcal{M}_{RPIM}(\bar{R}_N, f; \sigma),$$

where \(\bar{R}_N\) and \(f\) are the final prior map and deep features extracted by residual blocks in the RLP module. \(\mathcal{M}_{RPIM}(\cdot; \sigma)\) denotes our Rain Prior Injection Module. \(\bar{R}\) and \(z\) are the modulated output and feature tensor ready for injection into the deraining network, respectively.

### 3.4. Deraining Module (DM)

For pixel-wise image restoration tasks, U-shaped architectures with skip connections are commonly adopted as they have shown good capability in capturing contextual information without losing much spatial information [30, 34, 40]. CNN-based and Transformer-based models with such architecture are two main streams and many methods make further improvements based on them. In Encoder-Decoder models, the input is typically projected into a feature space through a convolution layer, which is suitable for prior injection. After obtaining RLP and modulating the prior, we inject it into deraining models to further enhance deraining performance. We feed the rainy input and the RLP into the deraining module, which is a U-shaped model (either CNN-based or Transformer-based) for rain streak removal and background restoration. The process of this stage can be formulated as follows:

$$\bar{I} = \mathcal{F}_{DM}(I \odot \bar{R}, z; \Theta),$$

where \(\bar{I}\) is the restored image by deraining module, \(\bar{R}\) is the updated RLP and \(\odot\) denotes the channel-wise concatenation. \(\mathcal{F}_{DM}(\cdot; \Theta)\) represents the deraining model, which focuses on the contextual information of neighboring pixels, and \(\Theta\) is its parameters to be optimized. \(z\) refers to the modulated prior by RPIM and is injected into the deraining module by channel-wise concatenation with the projected feature after the first convolution layer.

For the training of the whole model, we apply the Charbonnier loss [3] on the final output:

$$\mathcal{L} = \sqrt{\|\bar{I} - Y\|^2 + \varepsilon^2},$$

where \(\bar{I}\) is the final output of the deraining model, \(Y\) denotes the clean ground truth and \(\varepsilon = 10^{-3}\) is a constant.
### 4. Experiments

In this section, we first introduce the experimental setups. Then we provide quantitative and qualitative results on synthetic data and evaluations on real night rainy images, to show the superior performance of our method compared to existing deraining methods, under the nighttime deraining setting. Moreover, we conduct ablation studies to validate the effectiveness of the proposed modules. Finally, we conduct experiments to show the the generalization of our method on daytime datasets. Due to limited space, we provide more visual results in the supplementary material.

#### 4.1. Experimental Setups

**Datasets.** Rain streaks in GTAV-NightRain dataset [42] are sparse with low difficulty, which is unfavorable for observing the difference since all methods behaves well. Thus we follow the instructions to render more difficult data (27dB v.s. 32dB in [42]) for experiments, by increasing the scale and density of rain streaks. We turn on and off the rain effect while keeping other settings unchanged for the same scene to render the rainy and clean image pairs. Please refer to [42] for more details on data collection. We collect 10 rainy images and 1 clean image for each scene and cover non-overlapping scenes for training and test sets. Finally, we get a total of 5,000 pairs of training data and 500 pairs of test data. Our collected data will be released with the code. Additionally, we conduct experiments on Rain13k [16, 40] and GT-Rain [1] datasets, to further show the generalization of our method to daytime data. We train our model with different modules on Rain13k and evaluate on its test sets, which are Test100 [44], Rain100H [36], Rain100L [36], Test2800 [8], Test1200 [43]. We also train our method on GT-Rain and compare it with other methods on its test set.

**Implementation Details.** Our method is implemented in PyTorch and trained with Adam optimizer [17] with default parameters. The initial learning rate is set to $2 \times 10^{-4}$ and finally decreases to $1 \times 10^{-6}$ following a cosine scheduler. The model is trained for 250 epochs with a batch size of 8 on 256 $\times$ 256 patches. Training is performed on a single NVIDIA RTX 3090 GPU. We adopt U-Net and Uformer (the Uformer-T variant) for CNN-based and Transformer-based architectures. All experiments are performed on a single NVIDIA RTX 3090 GPU.

**Compared Methods.** To show the effectiveness of our method, we make comparisons with PReNet [27], SPANet [32], DRDNet [7], RCDNet [31], SPDNet [37], MPRNet [40], GT-Rain [1], DRT [24], U-Net [26] and Uformer [34] (the Uformer-T variant) on both synthetic and real data. All methods are trained on synthetic data from scratch with publicly available codes provided by authors following their default settings. Among them, representative methods are selected for visual comparison.

**Metrics.** For quantitative evaluation, we adopt commonly used PSNR and SSIM [33] for comparison using the Y channel (in YCbCr color space) following [16].

#### 4.2. Quantitative Results on Synthetic Data

As shown in Table 1, the performance of both SPANet [32] and DRDNet [7] is inferior to that of other competitors, even though there exists large difference between their model size and computational cost. While PReNet [27], RCDNet [31], SPDNet [37], GT-Rain [1] and DRT [24] perform better than the former two methods and their performance is comparable to others. Among all compared methods, MPRNet [40] and Uformer [34], as representative CNN-based and Transformer-based image restoration models, show superior performance to other competitors, which well validates their model capacity.

However, with the help of our proposed RLP and RPIM, the performance of both CNN-based and Transformer-based models can be boosted by a large margin. For CNN-based model U-Net [26], our method can get an increase of 0.65dB on PSNR and surpasses MPRNet [40] by 0.65dB. For the Transformer-based model Uformer [34], a large gain of 0.99dB on PSNR can be obtained and our proposed method outperforms all compared methods. These results can well validate the effectiveness of our proposed method.

#### 4.3. Qualitative Results on Synthetic Data

As shown in Figure 4, SPANet [32] and DRDNet [7] can only remove a few rain streaks in night scenes and large amounts of rain streaks remain, which corresponds to inferior performance in quantitative results. While PReNet [27], RCDNet [31] and SPDNet [37] can remove more rain streaks than the former two competitors but there are still some rain streaks left there. MPRNet [40], U-Net [26] and Uformer [34] perform much better than these methods but
Table 1: Comparison of different methods for removing rain streaks. The first column shows the original rainy images, followed by the results of different methods: PReNet [27], SPANet [32], DRDNet [7], RCDNet [31], SPDNet [37], MPRNet [40], U-Net [26], Uformer [34], Ours (U-Net), and Ours (Uformer). The last column shows the ground truth (GT).

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Real</td>
<td><img src="rainy.jpg" alt="Rainy Image" /></td>
<td><img src="prenet.jpg" alt="PReNet" /></td>
<td><img src="spanet.jpg" alt="SPANet" /></td>
<td><img src="drdnet.jpg" alt="DRDNet" /></td>
<td><img src="rcdnet.jpg" alt="RCDNet" /></td>
<td><img src="spdnet.jpg" alt="SPDNet" /></td>
<td><img src="mprnet.jpg" alt="MPRNet" /></td>
<td><img src="unet.jpg" alt="U-Net" /></td>
<td><img src="uformer.jpg" alt="Uformer" /></td>
<td><img src="ours_unet.jpg" alt="Ours (U-Net)" /></td>
<td><img src="ours_uformer.jpg" alt="Ours (Uformer)" /></td>
<td><img src="gt.jpg" alt="GT" /></td>
</tr>
</tbody>
</table>

Figure 4: Qualitative results on synthetic data (gamma correction is applied for better visualization). SPANet and DRDNet can only remove a few rain streaks while PReNet, RCDNet and SPDNet behave better than the former two methods. MPRNet, U-Net and Uformer outperform other competitors but our proposed prior can boost the performance of U-Net and Uformer even further, in terms of removing more rain streaks (Uformer for the first scene) and preserving background details (Uformer for the second scene). These results demonstrate the effectiveness of our proposed method.

4.4. Qualitative Results on Real Night Rainy Images

Here, we present the qualitative results on real data in Figure 5. Due to the domain gap between synthetic and real data, models trained with GTA V-NightRain still behave poorly in real night scenes [42]. To further handle real night rainy images, we additionally add JPEG compression as a data augmentation in our training. Compared methods can partially remove rain streaks in real night rainy images but behave inconsistently for different rainy images. We can see that DRDNet [7], RCDNet [31] and SPDNet [37] perform better than PReNet [27], SPANet [32] and MPRNet [40] for the first image while U-Net [26] and Uformer [34] get better results. But they all fail to remove rain streaks in the second image. However, our method succeeds in handling both images. It can remove most rain streaks while keep-

SPDNet [37] MPRNet [40] U-Net [26] Uformer [34] Ours

Figure 5: Qualitative results on real night rainy images. Our method gets the best visual results. Please zoom in for details.

4.5. Qualitative Results of RLP

To further illustrate the effectiveness of our Rain Location Prior, we provide visualizations on both synthetic and real night rainy images in Figure 6. Our RLP module can learn to recognize rain streaks and emphasize these areas with higher weights. Notably, RLP can learn by itself to suppress areas of light sources, i.e., these areas are much darker than neighboring areas of rain streaks. We can also notice that rain streaks in the sky can also be recognized even though they are not obvious in the rainy image.

As shown in the right half of Figure 6, our RLP module can also generalize well to real night rainy images with only synthetic data for training. Same to the synthetic case, light sources are suppressed in RLP and those areas are darker than areas of rain streaks. These results all show the effectiveness of RLP, which is beneficial for nighttime deraining.

4.6. Ablation Studies

In this section, we study the effect of each component of our method, including Rain Location Prior (RLP) and Rain Prior Injection Module (RPIM). We choose U-Net [26] and Uformer [34] out of CNN-based and Transformer-based models as the deraining module in our method, with U-shaped Encoder-Decoder architecture. Besides, we examine the effects of RLP on PReNet [27] and MPRNet...
Figure 6: Visualizations of Rain Location Prior (RLP) on synthetic and real night rainy images. Please zoom in for details.

Table 3: Generalization to daytime datasets. Models are trained on Rain13k dataset [16] and evaluated on five test sets.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>PSNR</td>
<td>SSIM</td>
<td>PSNR</td>
<td>SSIM</td>
<td>PSNR</td>
<td>SSIM</td>
</tr>
<tr>
<td>Input</td>
<td></td>
<td></td>
<td>22.55</td>
<td>0.6863</td>
<td>13.55</td>
<td>0.3784</td>
<td>26.90</td>
<td>0.8383</td>
</tr>
<tr>
<td>U-Net ✗</td>
<td></td>
<td>✗</td>
<td>24.91</td>
<td>0.8584</td>
<td>24.21</td>
<td>0.8267</td>
<td>30.52</td>
<td>0.9256</td>
</tr>
<tr>
<td>U-Net ✓</td>
<td></td>
<td>✗</td>
<td>25.04</td>
<td>0.8550</td>
<td>26.82</td>
<td>0.8467</td>
<td>30.56</td>
<td>0.9185</td>
</tr>
<tr>
<td>U-Net ✓ ✓</td>
<td></td>
<td></td>
<td>25.32</td>
<td>0.8665</td>
<td>26.06</td>
<td>0.8380</td>
<td>31.20</td>
<td>0.9324</td>
</tr>
<tr>
<td>Uformer ✗</td>
<td></td>
<td>✗</td>
<td>28.01</td>
<td>0.8780</td>
<td>28.21</td>
<td>0.8516</td>
<td>32.16</td>
<td>0.9344</td>
</tr>
<tr>
<td>Uformer ✓</td>
<td></td>
<td>✗</td>
<td>28.08</td>
<td>0.8775</td>
<td>28.37</td>
<td>0.8545</td>
<td>32.59</td>
<td>0.9385</td>
</tr>
<tr>
<td>Uformer ✓ ✓</td>
<td></td>
<td></td>
<td>28.50</td>
<td>0.8821</td>
<td>28.34</td>
<td>0.8576</td>
<td>32.67</td>
<td>0.9390</td>
</tr>
</tbody>
</table>

4. Generalization to Daytime Datasets

Despite our goal of nighttime deraining, we also conduct experiments on Rain13k [16] and GT-Rain [1] to demonstrate the generalization of our method on day scenes. As listed in Table 3, our method is also beneficial for CNN-based and Transformer-based models on daytime deraining. Additionally, we can find that the improvement is smaller than that on the nighttime dataset, which suggests the greater importance of location information for nighttime deraining. We also test our method on the GT-Rain dataset [1] and results are provided in the supplementary material.

5. Conclusion

Nighttime rain removal is a challenging task due to complex illumination conditions. In night scenes, the location information of rain streaks becomes more critical for rain removal. In this paper, we propose the Rain Location Prior (RLP), which can be learned implicitly from rainy images using a recurrent residual model to reveal the location information of rain streaks. To further improve the deraining performance, we propose the Rain Prior Injection Module (RPIM) to modulate the learned RLP with the attention mechanism and emphasize the features within rain streak areas. Together, they help deraining modules focus more on recovering clean background rather than recognizing complex rain streaks. Despite the original goal of nighttime deraining, our method also works in day scenes. Experimental results show the effectiveness and generalization of our method on both synthetic data and real nighttime rainy images, which may be helpful for future research on nighttime deraining. We plan to explore more architectures for learning and extending RLP in the future.
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