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Abstract

Video-Text Retrieval (VTR) is a crucial multi-modal
task in an era of massive video-text data on the Internet.
A plethora of work characterized by using a two-stream
Vision-Language model architecture that learns a joint rep-
resentation of video-text pairs has become a prominent ap-
proach for the VTR task. However, these models operate un-
der the assumption of bijective video-text correspondences
and neglect a more practical scenario where video con-
tent usually encompasses multiple events, while texts like
user queries or webpage metadata tend to be specific and
correspond to single events. This establishes a gap be-
tween the previous training objective and real-world appli-
cations, leading to the potential performance degradation
of earlier models during inference. In this study, we in-
troduce the Multi-event Video-Text Retrieval (MeVTR) task,
addressing scenarios in which each video contains multi-
ple different events, as a niche scenario of the conventional
Video-Text Retrieval Task. We present a simple model, Me-
Retriever, which incorporates key event video representa-
tion and a new MeVTR loss for the MeVTR task. Compre-
hensive experiments show that this straightforward frame-
work outperforms other models in the Video-to-Text and
Text-to-Video tasks, effectively establishing a robust base-
line for the MeVTR task. We believe this work serves as a
strong foundation for future studies. Code is available at
https://github.com/gengyuanmax/MeVTR.

1. Introduction
With the proliferation of multimedia data on the Inter-

net every day, Video-Text Retrieval (VTR) task gains in-
creasing importance in searching for desired items from
the opposite modality given a video or text query. Over
the past years, numerous efforts [49, 33, 9, 14, 31, 3, 7,
30, 16, 12, 51, 17] have been undertaken to improve the
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multi-modal retrieval performance on both Video-to-Text
and Text-to-Video retrieval tasks. Along with the popularity
of powerful vision foundation models like CLIP [36] and
ALIGN [23] that align the image-text pairs in a joint fea-
ture space, two-stream video-text models [30, 16] targeting
to learn video-text correspondences have further become a
mainstream method for the Video-Text Retrieval task.

However, this paradigm neglects that videos usually con-
tain more than a single event, while a single textual caption
can only capture a fragment of the entire video content. As
depicted in Fig. 1, the example video spans a sequence of
unrelated and discontinuous events, and each single textual
caption merely corresponds to a video segment. This con-
gruity undoubtedly contradicts the fundamental of the tra-
ditional VTR task, which aims to establish a mapping be-
tween video-text pair.

This fact presents a prevalent scenario in Video-Text
Retrieval: videos are intricate, often containing multiple
events, whereas texts (typically like search queries or web-
page metadata) tend to be specific and fragmentary. Conse-
quently, this dichotomy leads to divergent semantic mean-
ings for a given video-text pair. Such divergence contradicts
the conventional training objective of aligning representa-
tions for video-text pairs in VTR models, that video features
are aligned with the corresponding text feature.

In this study, we formally introduce a new and realis-
tic VTR setting involving multi-event videos, dubbed as
Multi-event Video-Text Retrieval (MeVTR). In the intro-
duced MeVTR task, a text describes a single event within
a video item, whereas a video corresponds to multiple rele-
vant textual captions, each detailing different events.

We assess the performance of previous VTR models
trained under standard VTR settings that learn a bijective
video-text correspondence on the MeVTR task without re-
training. Our evaluation reveals distinct levels of perfor-
mance degradation, as illustrated in Table 1. This observa-
tion confirms the presence of a performance gap between
training within the conventional VTR framework and real-
world MeVTR inference scenarios.
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A girl is sitting 
on the beach and 
staring at the 
distance…

A young man is 
practicing tightrope 
walking and almost fall 
from the rope…

The end credit to the 
video makers along with 
a beautiful sunset by 
the seaside with…

Figure 1: An example case of multi-event videos from ActivityNet [4]. The video depicts a sequence of unrelated and
discontinuous events, including the progression “a girl is sitting on the beach” → “a young man is practicing tightrope
walking” → “a scene of sunset by the beach.” Each textual caption only corresponds to a fragment of the video. Such short
and specific textual captions are prevalent in our everyday video data and constitute a common video-text retrieval scenario.

Besides, we retrain a series of previous models to adapt
to the MeVTR task. However, we find that they cannot per-
form equally well on the Video-to-Text and Text-to-Video.
We speculate that this is caused by non-injective video-
text correspondences in the MeVTR setting, where previous
VTR models embed a video and multiple distinct caption
texts into a joint representation space and aim at aligning
the video feature with the features of all caption texts. Con-
sequently, distinct texts corresponding to the same video are
mapped to the same feature, potentially resulting in subop-
timal retrieval performance.

Under this circumstance, we introduce a new CLIP-
based model dubbed Me-Retriever tailored for the MeVTR
task. Considering the dichotomy of multi-event video-text
pairs, we formulate our approach as follows: (1) represent-
ing videos by a bag of key event features and (2) employing
a multi-event video-text retrieval loss. This strategy serves
the dual purpose of mitigating the collapse of textual fea-
tures and harmonizing the learning objectives between the
Text-to-Video and Video-to-Text tasks.

Our contributions can be summarized as follows:

1. We introduce a new task, Multi-event Video-Text Re-
trieval for retrieving multi-event video-text pairs, and
define new evaluation metrics in MeVTR;

2. We propose a new model called Me-Retriever that rep-
resents videos with selected key events and a MeVTR
loss for training on MeVTR;

3. We conduct comprehensive experiments to showcase
Me-Retriever’s effectiveness and to establish it as a
simple yet robust baseline for future research.

2. Related Work

Video Language Model A series of work on Vision-
Language Models (VLM) has been made like [26, 29, 5,
57, 53] for multi-modal representation learning. Given that
videos are a structured sequence of images and typically
entail higher computational demands than other visual data
formats, the domain of Video-Language models has gar-
nered significant attention. Notable contributions within
this category include works by [40, 24, 38, 49, 29, 23, 43,
19, 13] which aim at video foundation models for video
tasks. These models represent a subcategory of VLMs,
adept at processing video and text inputs.

Video Representation In a line of work [42, 52, 18, 25],
convolutions are performed on videos to fuse spatial and
temporal information. Meanwhile, as transformers [44]
have achieved success firstly in text [8], and then vi-
sion fields [11, 27, 41, 6], attempts to introduce trans-
formers to extract video representations have been made
in [39, 2, 47, 56, 32, 28]. The success of pre-trained Vision-
Language models has significantly impacted video repre-
sentation learning. Vision-Language models [29, 38, 31,
36] have demonstrated that textual supervision is conducive
to visual representation and to a uniform video-language
representation. Among them, the success of representation
models [22, 16, 45, 46] has bridged the gap between video
and text representations.

Video-Text Retrieval Video-Text Retrieval is a fundamen-
tal task of multi-modal learning, posing a good proxy
task for learning joint representations of videos and texts.
Two-stream Video-Text models [10, 9, 51, 34] concentrate
on processing video-text pairs as inputs and aligning vi-
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Video-to-Text Text-to-Video

Model Median Rank ↓ k=1 ↑ k=5 ↑ k=10 ↑ Median Rank ↓ k=1 ↑ k=5 ↑ k=10 ↑

FROZEN-in-time 7.0 ↗ 109.5 15.3 ↘ 0.8 43.3 ↘ 3.1 43.3 ↘ 5.6 7.0 ↗ 111.0 15.9 ↘ 1.8 43.0 ↘ 6.8 59.01 ↘ 11.7
CLIPBERT 4.0 ↗ 449.0 22.1 ↘ 1.4 58.2 ↘ 4.7 69.6 ↘ 7.6 5.0 ↗ 153.0 25.9 ↘ 2.6 55.4 ↘ 9.5 69.8 ↘ 15.1
CLIP4Clip 2.0 ↗ 53.0 42.5 ↘ 7.5 74.1 ↘ 19.8 85.8 ↘ 28.4 13.0 ↗ 53.0 14.8 ↘ 7.5 34.2 ↘ 19.8 45.6 ↘ 28.4
CenterCLIP 2.0 ↗ 51.0 42.8 ↘ 7.8 73.8 ↘ 20.8 85.3 ↘ 29.2 2.0 ↗ 13.0 41.8 ↘ 15.1 73.9 ↘ 34.6 84.7 ↘ 46.4

Table 1: Comparison of model performance on VTR and MeVTR tasks on ActivityNet Captions. We train each model on
the ActivityNet Captions with its original codes and evaluate them on MeVTR. We show the performance of VTR on the
lefthand of ↘(↗) and the performance of MeVTR on the right. ↑ means higher the better, and ↓ means lower the better. It
is shown that model performance deteriorates to a large extent on both Video-to-Text and Text-to-Video tasks.

sual and textual representations within a joint representa-
tion space. For instance, Frozen [3] employs a visual en-
coder that can be adaptively trained on images and videos,
incorporating temporal contexts via curriculum learning.
TACo [51], in contrast, focuses on aligning content words
in texts with corresponding visual content, adding an ex-
tra learning objective. With the surge of large Vision-
Language foundation models representative of CLIP [36],
models [30, 16, 12, 35, 3, 50], leverage the potent pre-
trained model CLIP and endeavor to extend its capabilities
from static images to the domain of videos.

3. Problem

3.1. Problem Formulation

Given a video-text dataset with multi-event videos V and
texts T , where a video vi ∈ V is described by a set of dif-
ferent texts Ti ⊂ T and a text is denoted as tj , our task
consists in retrieving a video given a text query tq and re-
trieving all relevant texts given a video query vq . A generic
Video-Text Retrieval model is to learn a similarity function
sim(vi, tj) that scores the similarity between any relevant
video-text pair higher and ranks all the candidate items.

3.2. Evaluation Metrics

Video-Text retrieval is a recall-focused retrieval task. A
single item is retrieved in traditional settings, and the aver-
age Recall at the top rank k is calculated. Nevertheless,
in the MeVTR setting, we also want to evaluate retriev-
ing multiple different text items given one video. Hence
we devise the following metrics: (1) Recall@k-Average
as the fraction of the number of correspondences ranked at
top k; (2) Recall@k-One-Hit as an indication of whether
any of the correspondences will be ranked in the top k; (3)
Recall@k-All-Hit as an indication of whether all items can
be retrieved within the top k rank. All metrics are averaged
on the whole test set. In the follow-up experiments, we re-
port the Recall for the Text-to-Video tasks and the metrics
mentioned above for the Video-to-Text tasks.

3.3. Textual Feature Collapse

To investigate the textual feature collapse in previous
models to elucidate the performance drop by calculating the
textual feature’s similarity after retraining, we define the av-
erage text similarity of a video vi with nvi captions as:

simt(vi) =

Nvi∑
m=1

Nvi∑
n=1

1

N2
vi

sim(tm, tn) (1)

In Fig. 3, we attempt to visualize the average text simi-
larity of all videos with a different number of events. Dif-
ferent texts are expected to have lower sentence similarity
to retain their meanings due to retraining on MeVTR. We
chose CLIP4Clip for comparison in our experiments, as it
still performs relatively well in MeVTR tasks compared to
other models. As a comparison, we show that Me-Retriever,
which will be introduced in the next section, can gener-
ate more diverse textual features than CLIP4Clip and ef-
fectively avoid textual feature collapse.

4. Method
We propose Me-Retriever consisting of a Key Event Se-

lection module and MeVTR loss as shown in Fig. 2.

4.1. Key Event Video Representation

Intuitively, human brains do not remember experiences
with all continuous scenes and consolidate all the de-
tails. Instead, brains retain memories of certain discrete
events [55]. This insight motivates us to represent a
video with a bag of frames as key events. For leveraging
frame embeddings extracted from the CLIP visual encoder
{f1i , f2i , . . . , f

|vi|
i }, we define the Key Event Selection mod-

ule that selects the most distinctive keyframes.
We employ a classic clustering method, K-Medoids [1].

Compared to other clustering methods, the representative of
each cluster given by the K-Medoids algorithm is from the
sample points, which corresponds to a particular frame and
has explicit interpretation. The criterion is minimizing the
distance of all frames in the cluster to its medoid. K frames
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[As] [the] [players] [throw] …… [ball] [EOS]

[The] [players] [swim] [and] …… [ball] [EOS]

[A] [man] [and] [woman] [are] …… [news] [EOS]

[The] [two] [have] [an] [arm] …… [match] [EOS]

[Men] [are] [acting] …… [martial] [arts] [EOS]

[The] [video] [leads] …… [boys] [flips] [EOS]
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Figure 2: The overall framework of Me-Retriever. The model adopts CLIP [36]’s Visual Encoder(VE) and Text Encoder(TE).
After the Visual Encoder, [CLASS] tokens in the last hidden layer are taken as frame embeddings. We use a clustering-based
Key Event Selection module to aggregate similar frames and extract key events. Each textual caption is fed into Text Encoder,
and [EOS] will be used as text embedding. The similarity between these key events of any video vi and any textual caption
tj is measured in the Similarity Calculator. For each video, there are multiple text correspondences as positive samples.
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Figure 3: We compare the average cosine similarity be-
tween all text pairs of videos with a different number of
events. Me-Retriever can generate more diverse text fea-
tures than CLIP4Clip and refrain from text features collaps-
ing, as we discuss in the main part.

are chosen as initial medoids; the remaining frames are then
assigned to their nearest medoids, and within each cluster,
new medoids are again selected based on cosine similarity
as a metric function. Video vi can be represented as a se-
quence of key event embeddings Ki = {k1

i ,k
2
i , . . . ,k

K
i }.

In the loss calculation, we use the pre-computed assignment
of all frames as key event video representation.

4.2. MeVTR Loss

Following the dual learning paradigm of Text-to-Video
and Video-to-Text on VTR tasks, we propose MeVTR loss
for MeVTR learning. As previously discussed, there is an
issue of textual feature collapse during MeVTR training. To
address this, we propose disentangling various positive in-
stances within video samples by excluding non-self positive
instances from the softmax function. Moreover, considering
the dissimilar granularity between multi-event videos and
single-event text, we propose adopting a dynamic weight-
ing strategy. This strategy balances the loss scale of both
learning objectives during the training process.

MeVTR loss is defined as a weighted sum of Lt2v and
Lv2t as follows:

LMeV TR = Lv2t + αLt2v (2)

where Lv2t and Lt2v are respectively formulated as:

Lv2t = − 1

|B|

|B|∑
i

|Ti|∑
k

1

|Ti|
log

exp sim(Ki,wk)/τ∑B−∪{k}
j=1 exp sim(Ki,wj)/τ

,

(3)

Lt2v = − 1

|B|

|B|∑
j

log
exp sim(Ki,wj)/τ∑B

i=1 exp sim(Kj ,wj))/τ
, (4)
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Video-to-Text

Model Median Rank ↓ k=1 ↑ k=5 ↑ k=10 ↑ k=50 ↑

CLIP4Clip(mean) 39.0 6.60 / 20.74 / - 20.32 / 47.02 / 3.46 29.37 / 61.26 / 6.71 58.41 / 89.77 / 26.24
CLIP4Clip(tight) 49.5 5.23 / 16.45 / - 16.74 / 41.94 / 1.77 25.50 / 57.37 / 4.23 54.22 / 88.00 / 21.52
CenterCLIP 38.0 6.93 / 21.62 / - 20.58 / 47.98 / 3.66 29.90 / 61.72 / 6.96 58.88 / 90.34 / 26.28
FROZEN-in-time 330.0 0.30 / 0.67 / - 0.83 / 2.10 / 0.22 1.60 / 3.37 / 0.67 5.89 / 12.97 / 2.55
CLIPBERT 174.5 1.80 / 6.10 / - 6.48 / 18.97 / 0.18 10.93 / 29.00 / 0.87 31.34 / 61.42 / 8.72
Singularity 64.5 4.83 / 14.68 / - 15.1 / 37.79 / 1.95 22.23 / 49.50 / 4.41 48.96 / 81.94 / 19.38

Ours(avg) 35.0 8.52 / 26.91 / - 23.56 / 54.18 / 3.86 32.95 / 67.13 / 7.79 61.26 / 92.50 / 27.80
Ours(max) 49.0 6.98 / 22.72 / - 18.72 / 46.37 / 2.30 27.04 / 60.62 / 5.76 54.19 / 88.37 / 20.90

Table 2: Results of the Video-to-Text retrieval task on ActivityNet Captions dataset. In each column, we report the Recall@k-
Average/One-Hit/All-Hit for each k = 1, 5, 10, 50 respectively. The best result in each column is emphasized in bold. We
ignore the Recall@1-All-Hit since all models can only achieve a nearly zero result. Ours(avg) maintains its advantage in the
text retrieval task and surpasses all other models by a large margin.

Video-to-Text

Model Median Rank ↓ k=1 ↑ k=5 ↑ k=10 ↑ k=50 ↑

CLIP4Clip(mean) 441.5 1.32 / 2.92 / - 4.07 / 8.32 / 1.80 5.65 / 11.84 / 2.55 16.84 / 32.01 / 7.65
CLIP4Clip(tight) 391.0 0.80 / 1.80 / - 2.45 / 6.30 / 0.75 4.19 / 10.27 / 1.35 15.26 / 30.43 / 6.37
CenterCLIP 408.0 1.32 / 3.00 / - 3.71 / 7.87 / 1.57 6.33 / 13.42 / 2.62 17.37 / 33.43 / 7.72
FROZEN-in-time 810.0 0.30 / 0.67 / - 0.83 / 2.10 / 0.22 1.60 / 3.37 / 0.67 5.89 / 12.97 / 2.55
ClipBERT 1339.5 0.15 / 0.45 / - 0.60 / 1.50 / 0.15 1.19 / 3.30 / 0.22 5.31 / 11.92 / 1.87
Singularity 621.5 0.95 / 2.17 / - 2.84 / 5.92 / 1.42 4.35 / 9.52 / 1.95 12.22 / 25.94 / 4.87

Ours(avg) 406.0 1.39 / 3.22 / - 5.04 / 9.90 / 2.47 7.02 / 13.72 / 3.37 17.62 / 32.08 / 8.70
Ours(max) 365.6 1.01 / 2.62 / - 4.03 / 9.00 / 1.72 6.39 / 13.72 / 2.70 19.08 / 36.66 / 8.10

Table 3: Results of the Video-to-Text retrieval task on Charades-Event dataset. We use the same notation as in Tab. 2. Me-
Retriever(avg) and Me-Retriever(max) can achieve best performance.

sim(·) is the similarity function, B is the set of samples
in the training batch, B− is the set of negative samples in
the batch, τ is the temperature coefficient, and Ti is the set
of positive instances of one sample video in Lt2v . Notably,
given a video item vi, we discard all positive instances in Ti
other than the current training sample tk. This encourages
similarities between a video and its all positive instances to
be increased. In Lt2v , it degenerates to a normal softmax
function.

We denote α as the weighting coefficient that balances
Lt2v and Lv2t. Given that the two losses exhibit differing
scales during training, which owes to the positive/negative
sample ratio asymmetry, determining the value of α re-
quires employing certain hyperparameter-tuning techniques
to ensure balanced performance on both tasks. We suggest
employing a dynamic weighting strategy as opposed to a
fixed weight. A dynamic weighting coefficient α is com-
puted as the ratio of Lv2t to Lt2v during training. In Sec-
tion 5.3, we conduct experimental studies to compare the
impact of various weighting strategies.

Similarity function For video-text pairs in bijective cor-
respondences, the similarity between video and text is
measured by cosine similarity in the feature space. In
MeVTR, we use two approaches are used to measure
the similarity between a video vi consisting of key
events{k1

i ,k
2
i , . . . ,k

K
i } and a text tj : (1) we average the

cosine similarity scores of all key event embeddings and
the text as in Eq. 5; (2) we select the maximum cosine sim-
ilarity of any key event-text pair to represent the similar-
ity between the video to which these medoids belong as in
Eq. 6;

savg(vi, tj) = avg(cos(ki
1,wj), . . . , cos(k

i
k,wj)) (5)

smax(vi, tj) = max(cos(ki
1,wj), . . . , cos(k

i
k,wj)) (6)

We denote Me-Retriever with different similarity func-
tions as Me-Retriever(avg) and Me-Retriever(max).
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Text-to-Video

Model Median Rank ↓ k=1 ↑ k=5 ↑ k=10 ↑ k=50 ↑

CLIP4Clip(mean) 11.0 15.25 36.43 49.11 76.64
CLIP4Clip(tight) 15.0 10.14 29.07 41.93 72.50
CenterCLIP 11.0 15.53 37.21 49.78 77.19
FROZEN-in-time 111.0 1.82 6.80 11.76 33.86
ClipBERT 48.0 4.20 14.57 23.35 51.02
Singularity(FT) 22.0 9.29 24.96 36.26 65.55

Ours(avg) 11.0 15.99 37.13 49.60 76.66
Ours(max) 13.0 14.93 34.44 46.36 74.65

Table 4: Results of the Text-to-Video retrieval task on Ac-
tivityNet Captions dataset. We compare CLIP4Clip [30],
CenterCLIP [54], FROZEN-in-time [3], ClipBERT [22],
and [21]. The best result in each column is emphasized in
bold, and the second best result is underlined. Our Me-
Retriever(avg) achieves comparably good performance.

5. Experiments

5.1. Experiment Details

Datasets We perform experiments on two datasets con-
taining multi-event videos: ActivityNet Captions and
Charades-Event. It’s worth noting that datasets such as
MSR-VTT [48], even though videos are accompanied by
multiple similar captions, do not align with our multi-event
scenario.

ActivityNet Captions [20] is a large-scale dataset with
20,000 video-text pairs extracted by web crawling on
YouTube based on ActivityNet [4] videos. It covers a wide
range of daily scenarios. The training set contains 10,009
videos and 4,917 videos/17,505 texts in the publicly acces-
sible evaluation set ‘val1’. Each video has multiple textual
descriptions with time-interval annotation. This helps us
construct a multi-event scenario for retrieval by taking all
textual captions of a video as its associated events.

Charades-Event is a video dataset of indoor activities with
extensive action classes that we adopt from [37]. To create
a MeVTR dataset, we filter out all videos with text annota-
tion provided by [15] and interpret each text as an event in
our MeVTR setting. There are 5,338 videos/12,408 texts in
the training set and 1,334 videos/3,720 texts in the test set.

Experiment Settings In the key event selection module, we
use 60 as the maximum number of iterations and 10−5 as
the distance threshold for clustering. Our model chooses 16
as a fixed number of key events and does not use a smaller
or larger number of key events because shorter sequences
cannot cover the number of events in part of the videos (the
maximum event number in ActivityNet Captions is 27), and
longer sequences contradict our intention of clustering. For
each experiment, we set the epoch number as 5.

Text-to-Video

Model Median Rank ↓ k=1 ↑ k=5 ↑ k=10 ↑ k=50 ↑

CLIP4Clip(mean) 136.0 1.53 6.48 10.54 29.38
CLIP4Clip(tight) 127.0 1.45 5.54 9.35 30.11
CenterCLIP 131.0 1.93 6.61 10.67 30.13
FRONZEN-in-Time 277.0 0.35 1.99 3.82 14.52
ClipBERT 442.0 0.35 1.77 3.31 11.10
Singularity 179.5 1.53 5.22 8.52 23.87

Ours(avg) 126.0 1.88 6.69 10.59 29.97
Ours(max) 112.0 2.02 7.61 12.74 34.49

Table 5: Results of Text-to-Video retrieval task on
Charades-Event dataset. We use the same notation as Tab. 2.
Me-Retriever(max) and Me-Retriever(avg) can achieve the
best performance compared to other models.

5.2. Results

The experiments show that Me-Retriever performs com-
petitively within the context of MeVTR. On the Video-to-
Text task, as presented in Tables 2 and 3, Me-Retriever(avg)
surpasses its counterparts. This result underscores our
model’s capability to address both tasks across differ-
ent datasets effectively. Additionally, we observe that
CLIP4Clip also attains a commendable Recall@1-Average
performance on the Video-to-Text task compared to other
baseline models. This observation sheds light on the robust
transferability of the pre-trained encoder to videos. This in-
dicates that the primary challenge in MeVTR often resides
within representation alignment.

Our model also demonstrates comparable results on both
datasets on the Text-to-Video task, as shown in Tab. 4 and
Tab. 5. Me-Retriever(avg) demonstrates comparable per-
formance to baseline models like CenterCLIP across nu-
merous metrics on both datasets. Interestingly, we also no-
tice that Me-Retriever(max) performs best on the Charades-
Event dataset but not on the ActivityNet Captions dataset.
This disparity can be attributed to overfitting, warranting
further investigation. The noticeable performance of certain
baseline models aligns with our conjecture that prior mod-
els can be effectively adapted to the Text-to-Video retrieval
task. However, this adaptation might come at the expense
of suboptimal results in the Video-to-Text task, as evident
in Table 2. This phenomenon can be attributed to the em-
beddings of different texts collapsing to become more prox-
imate, leading to an unintentional competition among posi-
tive instances that ultimately dampens their significance.

Performance on videos with different subsets In order to
reveal the model performance on videos of different prop-
erties like video duration and the number of events, we par-
tition the complete ActivityNet Caption test set into two
groups of subsets. These subsets are partitioned based on
the video duration and the count of events within the videos,
respectively:
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Text to Video

Model Median Rank ↓ k=1 ↑ k=5 ↑ k=10 ↑ k=50 ↑

Ours (Best) 11.0 15.17 35.94 48.39 75.85
w/o Key Event 12.0 15.03 35.67 47.94 75.06
w/o MeVTR loss 12.0 14.45 34.90 47.25 75.24

Table 6: Ablation studies on key modules of Me-Retriever
training on the Text-to-Video task for ActivityNet Captions.
Only the Recall@k-Average is reported in the main part.
We find that model performance drops with removing any
modules, proving its efficacy.

Video to Text

Model Median Rank ↓ k=1 ↑ k=5 ↑ k=10 ↑ k=50 ↑

Ours (Best) 35.0 8.52 23.56 32.79 61.26
w/o Key Event 41.5 7.40 21.00 30.27 57.71
w/o MeVTR loss 41.0 6.70 20.05 28.96 57.45

Table 7: Ablation studies on key modules of Me-Retriever
training on the Video-to-Text task for ActivityNet Captions.
Model performance declines to different extents without our
modules. We conclude that our model can benefit Video-to-
Text retrieval prominently.

1. Video duration: test-S (Short) with videos shorter than
1 minute, test-M (Medium) with videos between 1-2
minutes, test-L (Long video) with videos between 2-
3 minutes, and test-XL (eXtra Long video) with even
longer videos than 3 minutes;

2. Number of events: test-E1 with videos containing
fewer than 4 events, test-E2 with 5-12 events, and test-
E3 with more than 12 events.

Comparing performance across datasets of different
sizes isn’t equitable for a retrieval task, as larger candidate
sets exacerbate retrieval difficulties. Therefore, we gauge
the average improvement in the model performance of Me-
Retriever(avg) to the baseline CLIP4Clip(mean) and iden-
tify the subsets in which our model showcases notable en-
hancements. From Fig. 4, we also see that our model usu-
ally performs better on test-E1 and test-E2, and improve-
ment slightly decreases for even longer videos. We as-
sume this problem is inevitable since we use a fixed number
of clusters and videos containing many events in test-E3,
and larger numbers of events increase the retrieval difficul-
ties. Whereas for videos of different duration, model per-
formance slightly varies.

5.3. Ablation Studies

In this section, we conduct various experiments to in-
vestigate the effectiveness of different weighting strategies
in MeVTR loss and ablate the proposed components of our
architecture.
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Figure 4: We compare average performance improvement
in percentage(%) for Video-to-Text task on subsets of Ac-
tivityNet Captions. It shows how much percentage Me-
Retriever(avg) is better than CLIP4Clip(mean) on different
subsets. Fig. 4a: Video-to-Text results for test-S/M/L/XL;
Fig. 4b: Video-to-Text results for test-E1/E2/E3.

Impact of weighting strategy in MeVTR Loss To study
the effect of different weighting strategies of MeVTR loss,
i.e., dynamic weighting and fixed weighting, we test our
model trained with a set of different weighting coefficients
α as illustrated in Fig. 5 and Fig. 6. On the Video-to-Text
task and Text-to-Video Retrieval tasks, we notice that dy-
namic weighting α can guarantee us a comparable perfor-
mance in general and less sensitivity than any fixed coeffi-
cient. It is also illustrated that when we choose a smaller
coefficient, the Video-to-Text retrieval is favored, while a
bigger coefficient benefits the other way around. A cutoff
point is empirically between 1.0 and 2.0. The reason is that
Lv2t loss always has a comparably larger scale than Lt2v

loss and dominates training due to the unbalanced number
of video-text instances, as we have discussed in Section 4.2.
This ensures us that a dynamic weighting strategy can im-
prove the Text-to-Video task by amplifying the influence of
Lt2v and guarantee stable improvements on both tasks.
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Figure 5: We compare the model performance with different weighting strategies, a dynamic weight α and different choices
of fixed weights from a choice of {0.5, 1.0, 1.5, 2.0, 3.0}, in the MeVTR loss on Recall@5 on the Video-to-Text task for
ActivityNet Captions. Fig. 5a-5c shows the results of Recall@5-Average/One-Hit/All-Hit respectively. We can find that
compared to a fixed weighting coefficient, a dynamic weight α guarantees more stable and good results in different metrics.
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Figure 6: We compare the model performance with differ-
ent weighting coefficients in the MeVTR loss on Recall@5
on the Text-to-Video task for ActivityNet Captions. The
same graphical representations are used as Fig. 5. The dy-
namic weighting coefficient performs better than any other
fixed coefficient considering performance and variance.

Effects of different modules We choose our best model
Me-Retriever(avg) and ablate the key event selection mod-
ule by removing the key event selection module and the
MeVTR loss by replacing it with the cross-entropy loss,
respectively. Results are shown in Tab. 6 and Tab. 7. We
display the Recall@k-Average on both tasks in the table
and observe that the model performances drop after remov-
ing any modules. In particular, our method demonstrates
a larger improvement by 1.12% without the key event se-
lection module and 1.82% without the MeVTR loss on the
Video-to-Text task. This agrees with our assumption that
our Me-Retriever model can deal with textual feature col-
lapse in the MeVTR training. On the Text-to-Video task,
both modules also show benefits to the performance on all
metrics.

Textual features of multi-event videos To show whether
Me-Retriever can prevent heterogeneous text features of a
multi-event video from collapsing, we calculate the average
cosine similarity. If the text features of one video are too
similar, then the average cosine similarity among texts is ex-
pected to be closer to 1. We find that in Me-Retriever(avg),
the cosine similarity averaged on the whole test set is 0.789
with a variance of 0.0059 while in CLIP4Clip(mean), the
value is 0.864 with a variance of 0.0028. And as in
Fig. 3, Me-Retriever has lower average cosine similarity
than CLIP4Clip. This shows that text features of the same
video generated by Me-Retriever are more diverse than
those by CLIP4Clip, which agrees with our motivation.

6. Limitations
Constrained by time and labor expenses, our experi-

mental studies on the MeVTR task are based on the pre-
existing video-text datasets including ActivityNet Captions
and Charades. Nonetheless, it is important to recognize the
potential bias in these datasets due to their emphasis on hu-
man activities and limitations in representing a wider range
of videos. We aim to create a more comprehensive MeVTR
benchmark encompassing more general videos.

7. Conclusion
We study a practical Video-Text retrieval scenario,

Multi-event Video-Text Retrieval, in this paper. We find
previous models suffer notable performance degradation in
inference on MeVTR and textual feature collapse when re-
trained on MeVTR. We present a new CLIP-based model,
Me-Retriever, to conquer this challenge. In our experimen-
tal studies, we demonstrate the efficacy of these techniques
on both Text-to-Video and Video-to-Text tasks for Activi-
tyNet Captions and Charades-Event datasets. We believe
this can be a strong baseline for future studies.
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