NeMF: Inverse Volume Rendering with Neural Microflake Field
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Figure 1: We present the Neural Microflake Field (NeMF) for inverse volumetric rendering from multi-view images under unknown natural illumination. NeMF represents the scene as a microflake volume, in where light reflects or scatters at each spatial location according to volume density, microflake roughness and normal. The optimized NeMF enables high-quality relighting, material editing, synthesize volume scattering effects and etc.

Abstract

Recovering the physical attributes of an object’s appearance from its images captured under an unknown illumination is challenging yet essential for photo-realistic rendering. Recent approaches adopt the emerging implicit scene representations and have shown impressive results. However, they unanimously adopt a surface-based representation and hence cannot handle scenes with very complex geometry, translucent object and etc. In this paper, we propose to conduct inverse volume rendering, in contrast to surface-based, by representing a scene using microflake volume, which assumes the space is filled with infinite small flakes and light reflects or scatters at each spatial location according to microflake distributions. We further adopt the coordinate networks to implicitly encode the microflake volume, and develop a differentiable microflake volume renderer to train the network in an end-to-end way in principle. Our NeMF enables effective recovery of appearance attributes for highly complex geometry and scattering object, enables high-quality relighting, material editing, and especially simulates volume rendering effects, such as scattering, which is infeasible for surface-based approaches. Our data and code are available at: https://github.com/YoujiaZhang/NeMF.

1. Introduction

Inverse rendering refers to the process of recovering an object’s physical attributes related to its appearances, including shape, reflectance and illumination, from its image observations. The above physical attributes play a vital role in graphic applications that require physically reasonable realism. The problem is highly ill-posed due to the complication of object geometries, material and varieties of illuminations. It becomes even more difficult when the images are captured under an unknown illumination condition. The typical practice is to represent the object as surfaces and then solve for the Spatially-Varying Bidirectional Reflectance Distribution Functions (SVBRDF) at each ray-surface interaction. Traditional approaches rely on restrictive assumptions [2, 8, 26, 27, 29] or sophisticated capture systems, such as light-stages [13], co-located flashlight and camera setup [59], and etc.

More recent works explore the implicit scene representations, e.g., radiance field and signed distance functions [55, 25, 41, 33, 65], and achieve promising results. They exploit the geometry, reflectance, or visibility recovered by implicit models as initial estimates for solving the ill-posed inverse rendering problem. Notably, NeRD [7] adopts a two-stage estimation strategy by first predicting the sampling pattern and albedo, and then performing per-ray SVBRDF decomposition. NeRFactor [63] applies hard sur-
face approximation on NeRF geometry and recovers neural fields of surface normals, light visibility, albedo and SVBRDFs. Zhang et al. [64] represent the scene geometry as a zero-level set and recover spatially-varying indirect illumination for more accurate inverse rendering. Nevertheless, they either rely on a surface-based representation or need to extract geometry from a volume representation first for the subsequential reflectance estimation. This usually leads to a multi-stage refinement framework, and the performance depends heavily on qualities of the recovered geometries.

Recall that the seminal work of NeRF [35] adopts a radiance volume representation and enables photorealistic rendering without explicit geometry modeling. In essence, NeRF assumes the space is filled with infinite small particles that emit radiation. In this paper, we faithfully extend the volumetric setup by replacing the particles with oriented flakes, which reflect or scatter light according to space occupancies and materials [23]. The interaction of light with a collection of microflakes in the volume is described by the microflake phase function, which is determined by the ellipsoidal distribution of normals (NDF) and further parameterized by the microflake normal direction \( \omega_m \) of and roughness \( \tau_m \), as shown in Fig. 1. Such representation can also simulate surface-like object with denser flakes inside the object, while sparser outside, as shown in Fig. 2. With this Neural Microflake Field (NeMF) representation, we propose to conduct inverse volume rendering, to tackle the overly dependency on geometry problem of existing methods. We start from the vanilla NeRF model, add one additional MLP branch for estimating the microflake normal \( \omega_m \). As for the microflake roughness \( \tau_m \), we use a U-shaped MLP network to first encode the material to a feature vector, apply sparsity constraint and then decode it back into albedo \( a \) and roughness \( \tau_m \). To estimate the density, albedo, and microflake distributions, we develop a differentiable microflake volume renderer and use the photometric loss between the rendered and groundtruth images for supervision. We evaluate the proposed method on both synthetic and real datasets. The experimental results show that our approach outperforms existing methods in terms of rendering quality, and is able to recover scenes with complex geometry and translucent objects. Moreover, our NeMF not only enables effective relighting and material editing but also allows for simulating volume scattering, as shown in Fig. 1.

2. Related Work

Our work is closely related to research in inverse rendering and implicit scene representations.

Inverse rendering. Inverse rendering is a vital problem in both computer vision and computer graphics. One popular way to resolve inverse rendering problems is to use strong scene priors [57, 52, 47, 44, 32, 31, 30, 3, 7, 63]. This type of approach recovers intrinsic image properties to infer objects under novel views or illuminations. Another class of inverse rendering methods heavily depends on additional observations. Some of them require input images with known camera parameters [55, 25, 41, 33, 65] or under known lighting source [45, 4, 37, 6, 5], while others take 3D geometry obtained from active scanning [62, 42, 45, 28, 22], proxy models [11, 17, 18, 14], silhouette masks [53, 20, 40], or multi-view [21, 43, 37, 54] stereo as a precondition.

Recent work extends inverse rendering to more flexible scene conditions through implicit neural representation and achieves promising results. As exemplary, NeRFactor [53] and PhySG [60] decompose scenes into geometry (NeRFactor extract geometry from NeRF and PhySG relies on SDFs), material and lighting under unknown illumination. PhySG only handles static illumination. NeRFactor models spatially-varying reflectance with low-frequency BRDFs. NeRV [49] considers indirect illumination with known direct illumination. InvRender [64] recovers indirect illumination based on geometry recovered by SDF methods. Most existing approaches either use surface-based representations, e.g., SDF, or extract geometry from volume representations, such as NeRF. Our approach fully relies on volume representation, and hence do not need to recover geometry explicitly. The most related approach to ours is NeRD [7], which calculates the density and SVBRDF parameters for each scene point. However, it accumulates the SVBRDF parameters along a ray as the final material parameter of the ray/pixel, resembling a ray-based reflectance decomposition, which is fundamentally different from our approach. Different from the prevalence of surface-based inverse rendering problems, research on inverse volume representation...
rendering is limited. Existing inverse volume rendering approaches either focus on recovering translucent materials using special acquisition device [19], or efficiently differentiating the radiative transfer equation [50, 58, 39].

**Implicit neural representation.** Implicit neural representation is a recent trend that encodes the scene implicitly via a neural network. Typically, they adopt a coordinate network to infer properties related to scene geometry per scene point. NeRF [35] achieves particularly satisfactory performance, enabling photo-realistic novel view synthesis by using MLPs to represent scenes as radiance fields. While NeRF achieves scene representation based on volume, DeepSDF [41, 48] proposes to use a coordinate networks to encode the zero levelset surface. Occupancy Networks [34] predict the occupancy of each scene point via a coordinate network, the geometry surface then is the place where occupied and vacant exchange. Though these representations both work well for novel view synthesis, they do not model the light transport or reflection in the volume, and hence infeasible for relighting tasks.

**Volume Rendering** Volume rendering accumulates radiance along the ray passing the volume [15, 38]. Analogous to the microfacet in modeling surfaces, Jakob et al. [24] propose the ‘microflake theory’ to simulate volumetric scattering with arbitrary microstructures. Extended from the microflake framework, the Symmetric GGX (SGGX) [23, 51] provides the ability to represent microstructure with lightweight storage as well as to represent specular and diffuse microflakes in a unified manner.

### 3. Neural Microflake Field

In this section, we describe our Neural Microflake Field (NeMF) which introduces the microflake volume model to implicit scene representations.

#### 3.1. The Microflake Distribution

The microflake distribution is designed for modeling spatially-varying properties using oriented non-spherical flakes for simulating light transportation inside a volume. We follow the theory proposed by Heitz [23]. The interaction of light with a collection of microflakes is described by a phase function determined by their distribution of normals (NDF) [16]. The NDF serves as a weighting function to scale the radiation transportation in directions. More specifically, the theory simulates the NDF of a collection of microflakes using an ellipsoid, with the ellipsoid’s normal $\omega_m$ and projected areas $\tau_m$ onto normal’s orthogonal tangent directions $\omega_x$ and $\omega_y$. Hence the ellipsoid can be parameterized by $\omega_m$ and $\tau_m$ according to a $3 \times 3$ symmetric positive definite matrix $S$:

$$S = (\omega_x, \omega_y, \omega_m) \begin{pmatrix} \tau_m^2 & 0 & 0 \\ 0 & \tau_m^2 & 0 \\ 0 & 0 & 1 \end{pmatrix} (\omega_x, \omega_y, \omega_m)^T$$

We can model the probability of normals in any given direction $\omega$ as on the ellipsoid surface:

$$D(\omega) = \frac{1}{\pi \sqrt{|S(\omega^T S^{-1} \omega)|^2}}$$

With the microflake distributions defined by $D(\cdot)$, we can model the appearance of diffuse materials and specular materials through phase functions, which measure the attenuation given an input light direction $\omega_l$ and viewing direction $\omega_i$.

**Diffuse Phase Function** The phase function of diffuse microflakes then is the integral of attenuation according to angles between normals and incoming and outgoing light directions:
where $\langle \cdot \rangle$ denotes the dot product, $\Omega$ is the hemisphere centered at $\omega_m$, and $\tau(\omega)$ is the projected size of the ellipsoid along direction $\omega$.

**Specular Phase Function** The phase function for a specular microflakes then is only related to the half angle $\omega_h$ as:

$$f_p^s(\omega_i, \omega_l) = \frac{1}{\pi \tau(\omega_l)} \int_\Omega \langle \omega_l, \omega \rangle \langle \omega_i, \omega \rangle D(\omega) d\omega$$  \hspace{1cm} (3)

**3.2. Implicit Microflake Field**

We can consider the radiance field representation in NeRF as a volume of particles with view-dependent radiance. Such representation enables photorealistic view synthesis while prohibiting inverse rendering as it’s incapable to model light transportation. We find the microflake model can serve as the natural extension of the radiance field for radiation transportation modeling. Recall in the previous section, we can use the microflake normal $\omega_m$ and projected area as roughness $\tau_m$ to fully represent the microflake distributions. And we adopt a coordinate-based neural network $\Phi$ to estimate parameters related to microflake models for each scene point $p$, as:

$$\Phi : p \rightarrow (\sigma, a, \omega_m, \tau_m)$$  \hspace{1cm} (5)

where $\sigma$ is the volume density and $a$ is the albedo.

However, using a single network to regress all parameters is impractical. We observe that $\sigma$ and $\omega_m$ are related to scene geometry, and the NeRF structure can provide good estimates. While the albedo $a$ and $\tau_m$ correspond to object appearance, we can enforce sparsity constraints according to [64]. Hence we start with the NeRF network $F_g$ and $H_c$, add an additional branch $N$ for estimating the microflake normal, and we use a U-shaped MLP structure with encoder $E_m$ and decoder $D_m$ for mapping appearance into sparse latents $z$. We have:

$$\Phi = \{F_g, H_c, N, E_m, D_m\}$$  \hspace{1cm} (6)

where:

$$F_g : p \rightarrow \sigma; \quad F_g + H_c : (p, d) \rightarrow c; \quad F_g + N : p \rightarrow \omega_m; \quad F_g + E_m : p \rightarrow z; \quad D_m : z \rightarrow (a, \tau_m)$$  \hspace{1cm} (7)

$d$ is the query ray direction. $c$ is the color. The implicte networks used for modeling the microflake field is shown in Fig. 3.

**3.3. Rendering with NeMF**

Our NeMF represents the scene as a distribution of microflakes at every point in space. Rendering with the microflake volume follows the principles provide in [23], i.e., for a given ray $r$ with direction $d$ passing through the volume, the resulting pixel intensity is integral of radiance along $r$.

$$C(r) = \int_{t_n}^{t_f} \eta(t) \sigma(r_t) \nu(r_t, \omega_i) d\tau$$  \hspace{1cm} (8)

where $r_t$ means the point on $r$ at $t$, $\eta(t) = \exp(- \int_{t_n}^{t_f} \sigma(s) ds)$ is the weight, $\nu(r_t, \omega_i)$ is the radiance at point $r_t$ in the direction $\omega_i$ of $r$, where $\omega_i = -d$ is a unit vector pointing from a point in space to the camera. For NeRF, the radiance is the view-dependent color to be predicted by the network. In our NeMF, the radiance at a scene point $x$ refers to its transported radiation, and is an integral of all incoming light that reaches at $x$, attenuated by the phase function given outgoing light direction (i.e., the viewing direction $d$). Hence, we can calculate $\nu(r_t, \omega_i)$ with a known phase function $f_p$ as:

$$\nu(r_t, \omega_i, f_p) = \alpha \int_{\Omega} f_p[\omega_i, \omega_m(r_t), \omega] \cdot L(r_t, \omega_i) d\omega$$  \hspace{1cm} (9)

where $L(r_t, \omega_i)$ is the light intensity reaches $r_t$ in direction $\omega_i$. Recall that we have separated the microflake phase functions into diffuse and specular components, hence we have the final formula for $\nu$ as:

$$\nu^s(r_t, \omega_i) = \nu(r_t, \omega_i, f_p^d) + \nu(r_t, \omega_i, f_p^s)$$  \hspace{1cm} (10)

Combining Eqn. 3, 4, 10, 9, and 8, we obtain the rendering equations of our NeMF. However, in practice we have to adapt the discrete data from sampling, we replace integral with summation over discrete sampling positions. Then another issue to be mindful is the phase functions measure light attenuates according to incoming and outgoing directions. When we calculate $\nu^s(\cdot)$, we need to conduct importance ray sampling of light directions, which is elaborated as Algorithm 1 in Heitz et al. [23].

**4. Inverse Volumetric Rendering**

Now that we have the network structure of NeMF, and regression of the density, albedo, microflake normal, and roughness for each position is inverse volume rendering. We have provided the volumetric rendering functions for NeMF in Sec. 3.3, and it is differentiable. We can render from NeMF and use the photometric loss between the rendering result and image observations as supervision for training, i.e.:

$$L_c = \sum_{r, i} ||C(r) - I(r)||_2^2$$  \hspace{1cm} (11)
where $I(r)$ is the color of ray $r$ in image $I$. However, only using the photometric loss is not sufficient for producing high quality results. We add the density field loss $L_\sigma = \sum_i \eta_i\left(\|\omega_m - \Delta \sigma\| + \max(0, \langle \omega_m, \omega_i \rangle)\right)$ presented in RefNeRF [63], the latent sparsity $L_z = \sum_{j=1}^n KL(\rho\|\hat{\rho}_j\|)$ ($\hat{\rho}_j$ is the average of the $j$th channel of $z$ over batch input, $\rho$ is set to 0.05) as in InvRender [64], for regularization.

We further reinforce smoothness on both microflake normals and latent $z$ using the following smoothness loss:

$$L_s = \|N(F_{\hat{\rho}}(p)) - N(F_{\hat{\rho}}(p + \epsilon))\|_1 + \|D_m(z) - D_m(z + \epsilon)\|_1$$

where $\epsilon$ is a small random variable drawn from a Gaussian distribution with a mean of zero and a variance of 0.01.

The final loss is the sum of all previously defined losses:

$$L = L_c + L_z + L_\sigma + L_s$$

where the corresponding weights of each term are ignored for clear presentation.

### 4.1. Illumination and Visibility

During training, the illumination is unknown and we need to recover simultaneously with the microflake field. We assume that all lights come from an infinitely faraway background and parameterize them as 128-dimensional Spherical Gaussians (SGs), a common practice in inverse rendering. To further improve the quality, we model the visibility of direct illumination for each scene point following InvRender [64] and Relighting4D [12]. Specifically, we compute the visibility of each point w.r.t. the light direction $\omega$ by marching a ray from the scene to the light in the background and calculating its opacity $\eta$ (Eqn. 8) with a pre-trained NeRF. We further encode the visibility of environment light w.r.t. a scene point using the SG parameterization, and use an MLP network $V$ to overfit the visibility SG parameters for each spatial position. Recall that the radiance at a point $x$, $\nu^R(x, \omega, \sigma)$ contains a diffuse component $\nu(x, \omega, \sigma^d)$ and a specular component $\nu(x, \omega, \sigma^s)$. Inspired by previous work [60, 64], we use the summation of multiplication of environment lighting and visibility as the diffuse component for faster computation:

$$\nu_d(x) = \frac{1}{\pi} \sum_{\omega_l \in \Omega} \left\{ Y(\omega_l) Y(\omega_l) \| L^R(\omega_l) Y(\omega_l) \| \cdot \langle \omega_l \cdot \omega_m \rangle \right\}$$

where $Y(\omega_l)$ is the SG basis. For the specular reflectance $\nu(x, \omega, \sigma^s)$, we check the visibility of point $\omega_l$ w.r.t. the light direction during the ray sampling, and set it to 0 if the light $\omega_l$ is invisible to $x$. We use the visibility adapted color as our final rendered color.

With an optimized NeMF, we can relight the captured object by changing the illumination SGs in our microflake volume renderer, edit the material by mapping the albedo to a new color, and create novel volume rendering effects (such as scattering) through changing the weighting factor between diffuse and specular radiance in Eqn. 10.

### 5. Experiments

We conduct experiments on both synthetic and real-world datasets to evaluate our proposed NeMF.

#### 5.1. Synthetic Data

We use 4 synthetic Blender scenes (balloon, mic, spot, polyhedron) to validate our model. For each object, we choose a specific natural illumination. We render 100 training images for each object under the selected illumination via Blender Cycles, and disable all non-standard post-rendering effects. We also render 200 test images, along with their albedo maps and relighting images using other two environment maps to evaluate the novel view synthesis and relighting performance of our model. All images are in the PNG format and the image resolution is 800x800.

#### 5.2. Ablation Study

We validate our design choices by ablating 4 major model variants, that are without density and microflake normal regularizations, without visibility modeling, without sparsity constraints on the latent code, and without smoothness regularizations. We compare them with our NeMF model to observe whether there is a performance drop quantitatively or qualitatively. We present our quantitative ablation studies in Tab. 1, and the qualitative ablation studies in
Figure 5: **Comparison on objects with complex geometries** We compare our NeMF with NeRFactor [63] and InvRender [64] for synthetic objects with very complicated geometry and material, including a cloud (top), a furry ball (middle), and Eiffel Tower (bottom).

![Comparison on objects with complex geometries](image)

<table>
<thead>
<tr>
<th>Method</th>
<th>Roughness</th>
<th>Albedo</th>
<th>View Synthesis</th>
<th>Relighting</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MSE ↓</td>
<td>PSNR ↑</td>
<td>SSIM ↑</td>
<td>LPIPS ↓</td>
</tr>
<tr>
<td>PhySG[60]</td>
<td>-</td>
<td>15.3543</td>
<td>0.8811</td>
<td>0.2463</td>
</tr>
<tr>
<td>NeRFactor[63]</td>
<td>-</td>
<td>20.3366</td>
<td>0.9193</td>
<td>0.1093</td>
</tr>
<tr>
<td>InvRender[64]</td>
<td>0.0121</td>
<td>21.9568</td>
<td>0.9339</td>
<td><strong>0.0811</strong></td>
</tr>
<tr>
<td>Ours</td>
<td><strong>0.0074</strong></td>
<td>23.6982</td>
<td><strong>0.9387</strong></td>
<td>0.0870</td>
</tr>
<tr>
<td>w/o normal</td>
<td>0.0672</td>
<td>15.4516</td>
<td>0.8914</td>
<td>0.1359</td>
</tr>
<tr>
<td>w/o vis.</td>
<td>0.0445</td>
<td>19.2018</td>
<td>0.9231</td>
<td>0.1057</td>
</tr>
<tr>
<td>w/o smoothness</td>
<td>0.0075</td>
<td>23.5721</td>
<td>0.9360</td>
<td>0.0906</td>
</tr>
<tr>
<td>w/o latent space</td>
<td>0.0160</td>
<td>23.2460</td>
<td>0.9407</td>
<td>0.0930</td>
</tr>
<tr>
<td>fewer samples</td>
<td>0.0527</td>
<td>19.9179</td>
<td>0.9128</td>
<td>0.1099</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>PSNR ↑</td>
<td>SSIM ↑</td>
<td>LPIPS ↓</td>
<td></td>
</tr>
<tr>
<td>PhySG[60]</td>
<td>15.1026</td>
<td>0.8883</td>
<td>0.2399</td>
<td></td>
</tr>
<tr>
<td>NeRFactor[63]</td>
<td>23.2638</td>
<td>0.9429</td>
<td>0.0997</td>
<td></td>
</tr>
<tr>
<td>InvRender[64]</td>
<td>27.4874</td>
<td>0.9639</td>
<td>0.0816</td>
<td></td>
</tr>
<tr>
<td>Ours</td>
<td><strong>28.8920</strong></td>
<td><strong>0.9678</strong></td>
<td><strong>0.0744</strong></td>
<td></td>
</tr>
<tr>
<td>w/o normal</td>
<td>28.1014</td>
<td>0.9627</td>
<td>0.0899</td>
<td></td>
</tr>
<tr>
<td>w/o vis.</td>
<td>28.6739</td>
<td>0.9652</td>
<td>0.0834</td>
<td></td>
</tr>
<tr>
<td>w/o smoothness</td>
<td>28.8234</td>
<td>0.9638</td>
<td>0.0874</td>
<td></td>
</tr>
<tr>
<td>w/o latent space</td>
<td>28.8529</td>
<td>0.9670</td>
<td>0.0775</td>
<td></td>
</tr>
<tr>
<td>fewer samples</td>
<td>28.8310</td>
<td>0.9672</td>
<td>0.0771</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>PSNR ↑</td>
<td>SSIM ↑</td>
<td>LPIPS ↓</td>
<td></td>
</tr>
<tr>
<td>PhySG[60]</td>
<td>14.5316</td>
<td>0.8804</td>
<td>0.2440</td>
<td></td>
</tr>
<tr>
<td>NeRFactor[63]</td>
<td>21.3415</td>
<td>0.9254</td>
<td>0.1056</td>
<td></td>
</tr>
<tr>
<td>InvRender[64]</td>
<td>24.5309</td>
<td>0.9555</td>
<td>0.0897</td>
<td></td>
</tr>
<tr>
<td>Ours</td>
<td>25.7048</td>
<td>0.9561</td>
<td>0.0864</td>
<td></td>
</tr>
<tr>
<td>w/o normal</td>
<td>18.6333</td>
<td>0.9134</td>
<td>0.1283</td>
<td></td>
</tr>
<tr>
<td>w/o vis.</td>
<td>20.5587</td>
<td>0.9091</td>
<td>0.1339</td>
<td></td>
</tr>
<tr>
<td>w/o smoothness</td>
<td>24.9586</td>
<td>0.9445</td>
<td>0.1081</td>
<td></td>
</tr>
<tr>
<td>w/o latent space</td>
<td>24.8025</td>
<td>0.9534</td>
<td>0.0945</td>
<td></td>
</tr>
<tr>
<td>fewer samples</td>
<td>22.2603</td>
<td>0.9301</td>
<td>0.1170</td>
<td></td>
</tr>
</tbody>
</table>

Table 1: **Quantitative evaluations.** We present the average results on the test images of all four synthetic scenes. Though InvRender achieves slightly better LPIPS on albedo estimation, our full model achieves the best performance on roughness estimation, view synthesis and relighting.

Fig. 7 shows that “w/o normal” bakes the ambient lighting into the surface of objects, generating the worst results among 4 ablation settings. In “w/o vis.”, we train a model without calculating the visibility of each location point to constrain our model during pre-training. “w/o vis.” assumes the environment illumination is visible to all scene points without considering self-occlusion and interreflection. This setup leads to incorrect predictions, especially around the occlusion boundaries. “w/o latent space” maps location points to parameters of neural network straightforwardly, instead of transforming it to a latent space first. This results in incorrect extraction of the object’s materials from images, as well as vaguer edges compared to our model.

5.3. Comparison

We compare our NeMF with 3 baselines (NeRFactor [63], PhySG [60] and InvRender [64]) in the tasks of novel view synthesis and relighting on the synthetic datasets. We use Peak Signal-to-Noise Ratio (PSNR) and Structural Similarity Index Measure (SSIM) as metrics. We also use Learned Perceptual Image Patch Similarity (LPIPS) [61], where lower is better. Tab. 1 demonstrates that there is a bigger gap between PhySG’s results and ground truth. The main reason is that PhySG assumes the object recovered is homogeneous, therefore it cannot even recover the shapes of objects with multiple materials, the mic for example. Tab. 1 and Fig. 6 show that our model has a bet-
Figure 6: **Comparisons with other approaches.** We show the normal, albedo, roughness, and environment map estimated by NeRFactor, InvRender and our method on three scenes. We also compared the rendering results of the new viewpoint under three different lighting conditions (the original light and two novel lights). Note that the roughness of NeRFactor is visualized with the latent code.

5.4. Real Data Experiments

To demonstrate that our approach is able to handle real-world data, we test on 5 datasets including the ‘cat’, ‘monk’, ‘teapot’ as concrete and simple objects, and two complex scenes, ‘furry ball’ and ‘bands’. We capture all ‘cat’, ‘monk’, ‘furry ball’ and ‘bands’ scenes with a mobile phone, OPPO RENO5, and record a video while the collector walking around the object. The frames and the resolution of each video are 30fps and 960x540, respectively. We extract around 400 frames from the video for each object, and from which we randomly select 100 images for training. We obtain the camera parameters using COLMAP[46] (model: "PINHOLE"). Before training, we remove the background of all images using background removal tools [1]. We illustrate the relighting, material editing and Tab. 1, although InvRender has more access to ground truth on both novel view synthesis and relighting than previous work, it fails to recover some details of scenes compared to our model. The results also demonstrate that InvRender may not be able to decompose the scene into geometry and illumination accurately when the surface of a scene is complex.
6. Conclusion

In this paper, we present the Neural Microflake Field (NeMF), which uses an implicit coordinate network to encode a microflake volume for inverse volumetric rendering. Our NeMF is a fully volumetric model and can well handle complicate geometries and materials. Our NeMF still has several limitations: the recovered geometry is not as smooth as the neural surface-based methods, we adopt a per-scene optimization scheme for training which is not generalizable, our approach requires a large number of input images (over 100), and both training and rendering are time-intensive. In the future, we plan to address above issues by incorporating recent advances, including the multi-resolution hashing technique in InstantNGP [36], and factorization methods [10, 9]. We would like to further adapt our trained network to parameterizations (PlenOctree [56]) for real-time rendering and relighting.
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