RankMatch: Fostering Confidence and Consistency in Learning with Noisy Labels
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Abstract

Learning with noisy labels (LNL) is one of the most important and challenging problems in weakly-supervised learning. Recent advances adopt the sample selection strategy to mitigate the interference of noisy labels and use small-loss criteria to select clean samples. However, the one-dimensional loss is an over-simplified metric that fails to accommodate the complex feature landscape of various samples, and, hence, is prone to introduce classification errors during sample selection. In this paper, we propose RankMatch, a novel LNL framework that investigates additional dimensions of confidence and consistency in order to combat noisy labels. Confidence-wise, we propose a novel sample selection strategy based on confidence representation voting instead of the widely-used small-loss criterion. This new strategy is capable of increasing sample selection quantity without sacrificing labeling accuracy. Consistency-wise, instead of the widely adopted feature distance metric for measuring the consistency of inner-class samples, we advocate that the rank of principal features is a much more robust indicator. Based on this metric, we propose rank contrastive loss, which strengthens the consistency of similar samples regardless of their labels and facilitates feature representation learning. Experimental results on noisy versions of CIFAR-10, CIFAR-100, Clothing1M and WebVision have validated the superiority of our approach over existing state-of-the-art methods.

1. Introduction

The remarkable success of DNNs stems from the availability of large-scale datasets. However, it is highly laborious to obtain massive data with high-quality annotations.

*Corresponding author.
samples with lower loss as clean ones. However, such a one-dimensional loss is too simplified to accommodate the sophisticated distribution of high-dimensional data, such as the image features. As a result, a plethora of easy-but-noisy samples with small loss are often wrongly grouped into the clean set by using the loss-based strategy. This confirmation bias would be gradually amplified in the subsequent loss minimization training and severely impact the final performance [24, 24, 24].

Another challenge of LNL lies in the difficulty of obtaining robust and consistent representation for samples across categories and subjects [24, 24, 24, 24]. In semi-supervised learning, this issue can be largely addressed by enforcing consistent predictions given different views of the same sample [21]. However, in LNL, due to the existence of wrong labels, different views of the same object could be clustered into different categories, leading to inconsistent estimations (see Figure 1). Though the sample selection mechanism can identify a part of clean samples, the consistent representation learned from this set of clean data only work on simple samples with high confidence. Hence, how to achieve consistent prediction on difficult samples with low confidence remains an open question.

In this work, we follow the line of sample selection to avoid the adverse impact of noisy labels. However, instead of relying on an over-simplified 1D loss function, we propose to combat the noises by incorporating new perspectives from confidence and consistency. Confidence-wise, to ensure robust selection of clean samples, we leverage the advances of confidence learning (CL) [27] while avoiding its vulnerability to noisy network predictions. In particular, we investigate the performance of clean sample selection using fixed confidence thresholds at different noise levels. The results (Figure 4) show that a fixed high threshold leads to a much more accurate sample selection even at the presence of strong noises. Therefore, we leverage one fixed high confidence threshold for all classes to ensure the purity of confident samples. To address the lack of clean data by using a high threshold, we further propose sample selection via confidence voting (SCV) to ensure an ample collection of clean labels. Specifically, we generate $K$ clusters from confident samples for each class and treat the cluster center as confident prototype. Each sample is considered clean if the label is consistent with the results voted by its $k$ nearest confident prototypes. We empirically find that the proposed confidence voting mechanism can generate reliable and clean samples in sufficient amounts, ensuring both the quality and quantity of clean samples.

Consistency-wise, in addition to the classic consistency regularization, i.e., enforcing consistent outputs of different views from the same sample, we propose to encourage consistent predictions between similar hard samples of the same category. To achieve this goal, we introduce rank contrastive loss (RCL), a novel metric that fully leverages the rank of principal image features for robust measurement of similar samples. Empirical experiments show that the conventional $l_2$ distance cannot exploit the inner structure of feature representation, and, hence, fails to foster consistent clustering in the complex feature space corrupted by noisy samples. Our key observation is that while similar hard samples (with low confidence) of the same class may have a large $l_2$ distance in the feature space, the underlying rank of their principal features still remains consistent (see Figure 2). Therefore, our proposed RCL loss is able to promote feature consistency by encouraging correct and discriminative clustering of similar samples with low confidence.

We code our method as RankMatch as the two perspectives of the proposed framework can mutually benefit each other. While more reliable data segmentation based on high confidence can benefit the subsequent representation learning, the consistent representations further improve the confidence of uncertain data samples, and, in turn, strengthen our proposed confidence-based sample-selection mechanism. We validate the superiority of our method over the state-of-the-art approaches on several challenging benchmarks, including CIFAR, Clothing1M, and WebVision. Our contributions can be summarized as follows.

- A method with new state-of-the-art performance that is specially tailored for LNL problems by fostering both confidence and consistency.
- A novel sample-selection via confidence voting (SCV) strategy that generates reliable and ample clean samples for the subsequent training.
- Rank contrastive loss (RCL) based on the rank statistics of principal features that encourages consistency between hard samples of the same category. RCL can further benefit clean sample selection by promoting more discriminative features (see Fig. 1 in the supplementary material) for constructing intra-category clusters.

2. Related Work

Most existing methods on LNL can be categorized into two directions: 1) loss correction and 2) sample selection.

Loss Correction. For loss correction, mainstream techniques [51, 40, 29, 47, 22] estimate noise transition matrix with a small set of clean samples as prior knowledge. However, estimating the noise transition matrix is challenging, and their assumptions may be too ideal to fit real-world scenarios. To rectify the noisy labels, another line of research proposes self-training architectures where noisy labels are replaced by network predictions [43, 50]. Some methods focus on the design of noisy-tolerant loss functions. For example, [2, 48, 13, 12] leverage bounded loss functions to improve their robustness to noisy labels. Besides, there are
Sample selection. Sample selection-based methods strive to reweight training samples and identify clean data to reduce the interference of noisy labels. Many existing methods propose introducing improved selection criteria to make the selected samples cleaner. For example, [35, 36, 24, 1] leverages feature channel ranking as a selection criterion. However, it is arduous for loss-correction-based methods to play an advantage in practical scenarios facing high noise ratios.

Semi-supervised Learning. The Semi-supervised Learning (SSL) has seen fast progress by leveraging consistency regularization to achieve great success in semi-supervised learning setting. Most recently, [39] propose an uncertainty-aware pseudo-labels selection (UPS) framework to improve pseudo labeling accuracy. RankingMatch [45] introduces a triplet loss, where the similarity between samples is measured by the L2-norm outputs. Furthermore, it is worth noting that the rank statistics of principal features can serve as a metric to measure the pairwise similarity among samples [15].
In semi-supervised learning settings, confident predictions have strong connection with true labels as labeled data regularizing the unlabeled data, which are not easy to over-confident confused by noisy label. And leveraging confident predictions inevitably lacks sample diversity to make pseudo labels more reliable, while difficult samples always have uncertain predictions. Our approach finds a good balance of confidence, sample diversity and consistency.

3. Method

Our method is introduced in three parts: the sample selection mechanism (Figure 3), the consistency regularization and rank contrastive loss. Figure 2 shows the overview of RankMatch. The algorithm is included in the supplementary material.

Preliminaries. For the $C$-way image classification task with noisy labels, denoted by $\mathcal{D} = (\mathcal{X}, \mathcal{Y})$ the training data, where $\mathcal{X}$ is training images, and $\mathcal{Y}$ is labels which may be wrongly annotated. We denote the DNNs in training stage as $P(F(x, \theta))$, where $x \in \mathbb{R}^I$ is the input image, $F: \mathbb{R}^I \rightarrow \mathbb{R}^L$ is the feature extractor where $I$ and $L$ stand for the dimension of input space and embedding space respectively, and $P: \mathbb{R}^L \rightarrow \mathbb{R}^C$ represents the classifier. $\theta$ denotes the network parameters of the feature extractor. We use $f_i$ and $p_i$ as simplified forms of $F(x_i, \theta)$ and $P(F(x_i, \theta))$ respectively.

3.1. Sample Selection via Confidence Voting

For the sample selection, we leverage the advantage of confident learning [37] rather than the widely used small-loss criterion. We explore using a fixed confidence threshold to avoid the vulnerability of inaccurate network predictions. Figure 1 illustrates that confident predictions selected old to avoid the vulnerability of inaccurate network predictions.

The final selected confident samples is the union of the two sets $\mathcal{I}^c = \mathcal{I}^c_b \cup \mathcal{I}^c_r$.

Confident Prototype Generation. To guarantee the quality of the confident samples, we set high threshold $\tau$ and small portion $B$, but face the problem of low sample quantity. Although with a small number, the reliable representations of confident samples reflect some common intra-class patterns. Thus, we generate representation prototypes using the selected samples for further selection. Straightforwardly, a representative feature can be generated by averaging features of confident samples for each class:

$$\phi^c = \frac{1}{|\mathcal{I}^c|} \sum_{x \in \mathcal{I}^c} F(x, \theta).$$  \hspace{1cm} (3)

Even if the confident samples include some noise during the early training stage, the prototype generation process will predominantly rely on the most clean samples, rendering it robust to noisy labels. However, the mean vector is unable to represent a class with large intra-class variations. We further diversify the intra-class patterns by generating more prototypes of each class. Specifically, we split the confident samples into $K$ clusters for each class by $K$-means. For the $c$-th class, we define the average centers of the obtained clusters features as $\Phi^c = \{\phi^c_j\}_{j=1}^K$. Our sample-selection module is based on the generated confident prototypes $\Phi$ ($= \bigcup_{c=1}^C \Phi^c$).

Data Segmentation by Confidence Voting. After obtaining $C \times K$ prototypes, we first find the $k$ nearest prototypes...
of $x_i$ measured by the cosine similarity:

$$\mathcal{V}_i = \arg \max_{|\phi|=k, \phi \subseteq \Phi} \sum \cos(f_i, \phi).$$  \hspace{1cm} (4)

The class label to which the most prototypes belong in $\mathcal{V}_i$ is considered as the voting result $\mathbf{y}_i$. Clean samples $D_{\text{cln}}$ are identified by checking whether $\mathbf{y}_i$ is consistent with the provided label $\mathbf{y}_i$:

$$D_{\text{cln}} = \{(x_i, \mathbf{y}_i) | \mathbf{y}_i = \mathbf{y}_i', \forall (x_i, \mathbf{y}_i') \in D\},$$  \hspace{1cm} (5)

The remaining noisy set is $D_{\text{nsy}} = D \setminus D_{\text{cln}}$.

### 3.2. Consistency Regularization

This paper argues that noisy labels lead to inconsistent predictions (Figure 1). To enhance the consistency of the predictions augmented from the same image, we apply two different augmentation methods to generate two views for training images, including “weak” augmentation ($A_w$) and “strong” augmentation ($A_s$). Weak augmentation refers to random cropping and flipping, while strong augmentation refers to AutoAugment [9], which uses reinforcement learning to find augmentation strategies automatically and requires labeled data to learn. Note that our sample selection mechanism provides cleaner supervision signals, benefiting AutoAugment to accept a more effective augmentation policy.

Following [21], we transfer the training image $x$ with the two augmentation strategies, resulting in two views: $v^w = A_w(x)$, and $v^s = A_s(x)$. The corresponding network predictions are denoted as $p^w$ and $p^s$, respectively. Given that the semantic information of the augmented images is not modified, we assume the two network predictions to be consistent.

For clean samples, we direct use cross-entropy loss between predictions on strongly augmented images and the original labels:

$$L_c = -\frac{1}{|D_{\text{cln}}|} \sum_{(x, y) \in D_{\text{cln}}} \hat{y} \circ \log(p^s),$$  \hspace{1cm} (6)

where $\circ$ denotes the inner product.

For noisy samples with high prediction confidence, we rectify their labels with predictions of weakly augmented images:

$$\hat{D}_{\text{nsy}} = \{(x_i, \hat{\mathbf{y}}_i) | \forall x_i \in X_{\text{nsy}}, \max_c \{p^w[c]\} > \nu, \hat{\mathbf{y}}_i = c\},$$  \hspace{1cm} (7)

where $\nu$ is the confidence threshold, we set it the same as that in Eq. 2 to avoid introducing another parameter. Inspired by [21], the cross-entropy losses between the predictions of weakly and strongly augmented images are employed as regularizing consistency for the CNN model learning:

$$L_n = -\frac{1}{|D_{\text{nsy}}|} \sum_{(x, y) \in D_{\text{nsy}}} \hat{y} \circ \log(p^s).$$  \hspace{1cm} (8)

### 3.3. Rank Contrastive Loss

Robust representations can benefit our samples selection strategy. However, some valuable information is excluded by Eq. 7 and Eq. 8 since the hard-to-learn noisy samples have less confident predictions and thus can not be optimized. To obtain complete and robust representations, we propose a rank contrastive loss (RCL) to strengthen the consistency of the “similar” samples while pushing “dissimilar” ones further.

The widely used $L_2$ distance as the similarity metric is less robust in LNL, as overfitting to noisy labels tends to introduce spurious close euclidean distance. Every convolution kernel filters out certain kinds of attributes in the input image. Similar visual patterns are prone to activate the same representation channel of response maps produced by convolution layers. Hence, the indices of feature elements rank ordered in accordance with their magnitudes, can serve as a metric for assessing the pairwise representations similarity [15]. Although noisy labels affect the feature value, we leverage rank statistics of principal features to estimate the similarity matrix. Specifically, we rank the values in all channels of $f_i$ and regard the $r$ channels with the largest activation values as the principal feature dimensions,

$$\mathcal{R}_i = \arg \max_{|\mathcal{R}|=r} \sum_{n \in \mathcal{R}} f_i[n],$$  \hspace{1cm} (9)

where $f_i[n]$ denote the $n$-th channel of feature $f_i$. If two samples $x_i$ and $x_j$ share the same principal feature dimensions, we assume they are “similar”. The similarity $s_{ij}$ between $x_i$ and $x_j$ is evaluated as follows,

$$s_{ij} = \begin{cases} 1 & \text{if } \mathcal{R}_i = \mathcal{R}_j; \\ 0 & \text{otherwise.} \end{cases}$$  \hspace{1cm} (10)

To achieve clustering in the feature space, we adopt the following binary cross-entropy loss as:

$$L_{\text{RCL}} = -\frac{1}{N^2} \sum_{i=1}^{N} \sum_{j=1}^{N} [s_{ij}\log(p_i \circ q_j) + (1-s_{ij})\log(1-p_i \circ q_j)],$$  \hspace{1cm} (11)

where $p_i = P(F(v^w_i, \theta))$ and $q_i = P(F(v^s_i, \theta))$. The train-
ing loss $L_{RCL}$ can be divided into two terms:

$$L_{RCL} = -\frac{1}{N^2} \sum_{i=1}^{N} (s_{ii} \log(p_{i} \circ q_{i}) + (1 - s_{ii}) \log(1 - p_{i} \circ q_{i}))$$

$$- \frac{1}{N^2} \sum_{i=1}^{N} \sum_{j \neq i} (s_{ij} \log(p_{i} \circ q_{j}) + (1 - s_{ij}) \log(1 - p_{i} \circ q_{j})).$$

(12)

Since $s_{ii} = 1$ always holds, organize the first term as:

$$- \frac{1}{N^2} \sum_{i=1}^{N} \log(p_{i} \circ q_{i}) = - \frac{1}{N^2} \sum_{i=1}^{N} \log(p_{i} \circ p_{i}^s).$$

(13)

Minimizing this term is equal to max${p_{i} \circ p_{i}^s}$, which pulls the outputs of strongly and weakly augmented images closer. Thus, $L_{RCL}$ in the diagonal of $S$ can be regarded as consistency regularization. Even in the early training stage, $S$ is the identity matrix that removes the second term in Eq. (12) improving the network representation ability.

3.4. Overall Loss Function

Following [43, 24, 8], we apply the fair class diversity-promoting regularization $L_{div}$ to prevent assigning most samples into few classes:

$$L_{div} = \sum_{c=1}^{C} \frac{1}{C} \log(1 / N \sum_{i=1}^{N} P_{i}^{w}[c]).$$

(14)

The overall loss function for network optimization is as follows:

$$\mathcal{L} = \mathcal{L}_e + \lambda_n \mathcal{L}_n + L_{RCL} + L_{div}.$$  

(15)

We following [24, 14, 57, 56] to train two networks to combat the confirmation bias, detailed algorithm is included in supplementary material.

4. Experiments

4.1. Experimental Setup

We evaluate the proposed RankMatch on CIFAR-10, CIFAR-100 [20], as well as the real-world datasets Clothing1M [52] and WebVision [27]. Both CIFAR-10 and CIFAR-100 contain 50,000 training images and 10,000 test images of size 32 × 32. Following previous works [43, 25], we conduct experiments requiring noise augmentation, either symmetric or asymmetric [43, 25] label noise injection. We follow the identical implementation of generating symmetric and asymmetric noises on CIFAR datasets with DivideMix [24]. Symmetric noise is generated by randomly replacing the labels for a percentage of the training data with all possible labels. Asymmetric noise is to mimic the structure of real-world label noise, where labels are only replaced by similar classes (e.g. deer→horse, dog→cat). We adopt 18-layer PreAct ResNet [17] as the backbone. During training, we train DNNs for 300 epochs using SGD optimizer with a momentum of 0.9, with weight decay of 0.0005 for CIFAR-10 and 0.001 for CIFAR-100. The batch size is 64 for CIFAR-10 and 128 for CIFAR-100. We set the initial learning rate as 0.02 and reduce it by a factor of 10 after 150 epochs. The warm-up period is 10 epochs for CIFAR-10 and 30 epochs for CIFAR-100, respectively. For all CIFAR experiments, we set $\tau = 0.95$, $r = 5$, and choose $\lambda_n$ from $\{0.2, 0.5, 1, 2, 10, 15\}$ for a small validation test. More experimental details are in supplementary materials.

Clothing1M contains 1 million real-world shopping images belonging to 14 classes. We use ResNet-50 [16] with weights pretrained on ImageNet as the classification model. WebVision consists of web-crawled images with the same concepts from ImageNet ILSVRC12 [10]. We follow the previous work [24, 21] and compare baseline methods on the first 50 classes of the Google image subset using the inception-resnet v2 [42]. The training details are delineated in supplementary materials.

4.2. Experimental Results

Results on CIFAR. Table 1 illuminates RankMatch outperforms the state-of-the-art models across most noisy levels. RRL [20] combats noisy labels by learning robust representations and slightly outperforms our method on CIFAR-10 with 20% symmetric label noise. One possible explanation is that the massive clean labels make it easy to rectify the symmetric label noise. Thus, the sample selection strategy is less effective in this scenario but shows great advantages for a high noise ratio and real-world dataset. Benefiting from the advanced confidence sample selection mechanism, RankMatch boosts the averaged test accuracy of the last ten epochs from 77.4% to 92.1% on CIFAR-10 and 33.1% to 49.9% on CIFAR-100 under the extreme case of 90% noise. Even without MixMatch [6] technique, RankMatch achieves around 20 points improvement (50.6% v.s. 31.5%) compared to DivideMix [24] on CIFAR-100 with 90% noisy labels. We surpass CTRR [28], the most recent contrastive learning-based method, under all noise ratios, especially on the more challenging CIFAR-100 dataset.

Results on real-world dataset. Table 2 and Table 3 demonstrate the results on Clothing1M and WebVision, respectively. Our method outperforms all the alternative methods in both noisy real-world datasets. We achieve the improvement of 0.18% over SFT [50], the most recent sample selection-based method with MixMatch [6]. Besides, the most recent baseline UNICON [19] well combines the advantages of semi-supervised learning (DivideMix-like) and contrastive learning (RRL-like) and achieves great per-
Table 1: Comparison between RankMatch and state-of-the-art methods on CIFAR-10 and CIFAR-100 under symmetric and asymmetric noise. "Best" refers to the best test accuracy across all epochs and "Last" is the averaged test accuracy over the last 10 epochs.

<table>
<thead>
<tr>
<th>Method/Noise ratio</th>
<th>CIFAR-10</th>
<th>CIFAR-100</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>20%</td>
<td>50%</td>
</tr>
<tr>
<td>Cross-Entropy</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Best</td>
<td>86.8</td>
<td>79.4</td>
</tr>
<tr>
<td>Last</td>
<td>82.7</td>
<td>57.9</td>
</tr>
<tr>
<td>PENCIL [56]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Best</td>
<td>92.4</td>
<td>89.1</td>
</tr>
<tr>
<td>Last</td>
<td>92.0</td>
<td>88.7</td>
</tr>
<tr>
<td>Meta-Learning [25]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Best</td>
<td>92.9</td>
<td>89.3</td>
</tr>
<tr>
<td>Last</td>
<td>92.0</td>
<td>88.8</td>
</tr>
<tr>
<td>DivideMix [24]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Best</td>
<td>96.1</td>
<td>94.6</td>
</tr>
<tr>
<td>Last</td>
<td>95.7</td>
<td>94.4</td>
</tr>
<tr>
<td>ELR [30]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Best</td>
<td>95.8</td>
<td>94.8</td>
</tr>
<tr>
<td>Last</td>
<td>92.7</td>
<td>91.1</td>
</tr>
<tr>
<td>MOIT [38]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Best</td>
<td>94.1</td>
<td>91.1</td>
</tr>
<tr>
<td>Last</td>
<td>96.4</td>
<td>95.3</td>
</tr>
<tr>
<td>RRL [26]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Best</td>
<td>93.3</td>
<td>-</td>
</tr>
<tr>
<td>Last</td>
<td>96.5</td>
<td>95.6</td>
</tr>
<tr>
<td>CTRR [28]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Best</td>
<td>96.4</td>
<td>95.4</td>
</tr>
<tr>
<td>Last</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 2: Comparison with state-of-the-art methods on Clothing1M. Baseline results are copied from original papers.

Table 3: Comparison with state-of-the-art methods on (mini) WebVision dataset. Numbers denote top-1 (top-5) accuracy (%) on the WebVision and ImageNet ILSVRC12 validation set. Results for baselines are copied from the corresponding papers.

4.3. Ablation Study

The role of confidence in LNL. To explore the role of the fixed confidence threshold in the LNL setting, we focus on the relationship between confident predictions and ground-truth labels. Specifically, we directly train DNNs

for classification on CIFAR-10 under different noise levels and record the following statistics: confident ratio, precision, and recall of confident predictions.

From the results shown in Figure 4, we discover the following empirical rules: (1) Confident ratio and recall increase in the same trend, while precision continues to decrease, indicating that the process of overfitting to noise label can regard as the process of overconfidence. (2) The precision of confident samples maintains a high level at the early stage, which means that confident predictions selected by the high threshold are reliable after the warm-up stage.
that the SCV benefits from more robust representation training set, has the same trend with Recall. In contrast, our full method RankMatch achieves over 18% improvement than DivideMix with SCV improves over 75%. The explanation for this result is that our full model includes consistency regularization and rank contrastive loss. Consistency regularization enhances semantic consistency and rectifies some confident-but-noisy features, which generates more robust prototypes and benefits SCV. Furthermore, rank contrastive loss promotes more discriminative features, improving confident prototype generation. The supplementary material contains other in-depth studies examining the sensitivity of high threshold $\tau$ and hyper-parameters in SCV.

Sample selection via confident voting (SCV) is one main reason for RankMatch achieving great improvement. To study and verify its effectiveness, we test the accuracy of the selected clean samples under various symmetric noises on CIFAR-100. Since the great success DivideMix has made, we regard the GMM-based sample selection method as our baseline. Figure 5 presents that the SCV-based methods are more accurate than DivideMix in all cases. Furthermore, in the extremely demanding scenario (i.e., Symmetry-80% and Symmetry-90%), SCV based method achieves tremendous improvement. Specifically, DivideMix with SCV achieves over 18% improvement than that with GMM at 80% label noise. In contrast, our full RankMatch achieves over 25% improvement, which implies that the SCV benefits from more robust representation training set. Under the most extreme 90% label noise, our full RankMatch achieves over 140% selection accuracy gain, while DivideMix with SCV improves over 75%. The explanation for this result is that our full model includes consistency regularization and rank contrastive loss. Consistency regularization enhances semantic consistency and rectifies some confident-but-noisy features, which generates more robust prototypes and benefits SCV. Furthermore, rank contrastive loss promotes more discriminative features, improving confident prototype generation. The supplementary material contains other in-depth studies examining the sensitivity of high threshold $\tau$ and hyper-parameters in SCV.

Effects of RankMatch components. We remove the corresponding components to study the effects of RCL and network ensemble. We remove $L_{RCL}$ to validate the effect of rank contrastive loss. We replace the SCV module as the sample selection strategy of DivideMix to validate the effectiveness of SCV. We remove the K-means in SCV for detailed study. As the results shown in Table 4, we find that rank contrastive loss is beneficial to RankMatch. The results...
Table 4: Ablation study results in terms of test accuracy (%) on CIFAR-10 and CIFAR-100 with symmetric label noise.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>CIFAR-10</th>
<th>CIFAR-100</th>
</tr>
</thead>
<tbody>
<tr>
<td>Noise ratio</td>
<td>50%</td>
<td>90%</td>
</tr>
<tr>
<td>RankMatch</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Best</td>
<td>95.6</td>
<td>92.6</td>
</tr>
<tr>
<td>Last</td>
<td>95.4</td>
<td>92.1</td>
</tr>
<tr>
<td>w/o SCV</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Best</td>
<td>95.1</td>
<td>89.6</td>
</tr>
<tr>
<td>Last</td>
<td>94.9</td>
<td>89.1</td>
</tr>
<tr>
<td>SCV w/o K-means</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Best</td>
<td>95.4</td>
<td>91.8</td>
</tr>
<tr>
<td>Last</td>
<td>95.2</td>
<td>91.4</td>
</tr>
<tr>
<td>w/o RCL</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Best</td>
<td>95.2</td>
<td>90.8</td>
</tr>
<tr>
<td>Last</td>
<td>94.9</td>
<td>88.7</td>
</tr>
</tbody>
</table>

Figure 6: Sensitivity to the variance of hyperparameters. Experiments are conducted on CIFAR-10 under 50% and 90% symmetric noises.

Sensitivity Analysis. SCV introduce the confidence threshold $\tau$ and number of prototypes $K$. We range the number of prototypes $K$ from 5 to 30 and vary the threshold $\tau$ from 0.90 to 0.99. Figure 6 shows that our method is robust against different choices for $\tau$ and $K$. More in-depth studies are included in supplementary materials.

5. Conclusions

We presented RankMatch, a novel framework for LNL that strives to combat noisy labels by enhancing confidence and consistency. Confidence-wise, we propose a novel clean sample selection strategy based on confidence representation voting rather than the small-loss criterion. Collecting votes from confident prototypes makes our method robust to noise and can sieve clean samples out with ample quantity. Consistency-wise, we introduce a novel rank contrastive loss based on the rank statistics of principal features instead of the widely-used $L_2$ distance. Such a loss could enhance consistency between similar samples even if they were wrongly labeled. Moreover, we leverage consistency regularization to enhance the semantic consistency. We validate our superiority over several challenging benchmarks.
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