Ada3D: Exploiting the Spatial Redundancy with Adaptive Inference for Efficient 3D Object Detection
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Abstract

Voxel-based methods have achieved state-of-the-art performance for 3D object detection in autonomous driving. However, their significant computational and memory costs pose a challenge for their application to resource-constrained vehicles. One reason for this high resource consumption is the presence of a large number of redundant background points in Lidar point clouds, resulting in spatial redundancy in both 3D voxel and BEV map representations. To address this issue, we propose an adaptive inference framework called Ada3D, which focuses on reducing the spatial redundancy to compress the model’s computational and memory cost. Ada3D adaptively filters the redundant input, guided by a lightweight importance predictor and the unique properties of the Lidar point cloud. Additionally, we maintain the BEV features’ intrinsic sparsity by introducing the Sparsity Preserving Batch Normalization. With Ada3D, we achieve 40\% reduction for 3D voxels and decrease the density of 2D BEV feature maps from 100\% to 20\% without sacrificing accuracy. Ada3D reduces the model computational and memory cost by 5\times, and achieves 1.52\times / 1.45\times end-to-end GPU latency and 1.5\times / 4.5\times GPU peak memory optimization for the 3D and 2D backbone respectively.

1. Introduction

The perception of the 3D scene plays a vital role in autonomous driving systems. It’s essential that the perception of the surrounding 3D scene is both quick and accurate, which places high demands on both performance and latency for perception methods.

Voxel-based 3D deep learning methods convert the input point cloud into sparse voxels by quantizing them into regular grids, and achieve state-of-the-art performance [13]. However, current voxel-based methods struggle to meet the real-time demand on self-driving cars due to constrained resources [14]. As a result, it is crucial to improve the efficiency of voxel-based 3D perception methods (e.g., reduce the GPU latency and peak memory).

There are two main factors contributing to the excessively long processing time for 3D perception methods. Firstly, the model size is excessive, and it contains time-consuming operations such as 3D sparse convolution [14].
Secondly, the algorithm needs to process a large amount of input points (e.g., 30K for nuScenes). Prior researches focus on solving the former issue by compressing the model both at the operation-level [9, 15] and architecture-level [25, 32]. In this paper, we take a different approach and improve the model’s efficiency from the data level.

The typical pipeline of voxel-based 3D detector is displayed in Fig. 1, the 3D backbone extracts feature from the input point cloud. The 3D features are then projected to bird-eye-view (BEV) space along the z-axis and further processed by the 2D backbone with normal 2D convolutions.

We discover that there exists spatial redundancy for both the 3D voxel and 2D BEV features. For 3D voxels, As shown in Fig. 1, a large number of points in the input point cloud represents the road plane and buildings, which are redundant “background” for 3D detection. We further validate the redundancy of the point cloud with quantitative results in Fig. 2. When we randomly drop 30% of the input points or 70% of the points excluding those within the ground-truth bounding box (the “foreground”), we only observe a subtle drop in performance. Existing 3D CNNs treat all input points equally, thus wasting a substantial amount of computation and memory on the less-informative background area. Regarding 2D BEV features, as shown in Fig. 1, only a small portion of (e.g., 5% for KITTI) pixels have projected feature values in the BEV space, while others are background pixels with zero value. However, current methods treat these sparse BEV features as dense and apply normal CNN to them. As can be observed in the lower part of Fig. 2, the feature map loses sparsity after the first batch normalization layer, which fails to utilize the sparse nature of the Lidar-projected BEV feature map.

To compress the data’s spatial redundancy, we propose an adaptive inference method Ada3D. We adopt adaptive inference to both the 3D and 2D backbone and selectively filter out redundant 3D voxels and 2D BEV features during inference. We employ a lightweight predictor to evaluate the importance of input features in the BEV space. The predictor score is combined with the density of the Lidar point cloud to determine which features to drop. In addition, we introduce a simple yet effective technique called sparsity-preserving batch normalization, which efficiently eliminates background pixels and preserves sparsity for 2D BEV features. Through adaptively skipping redundant features, Ada3D reduces the computational and memory costs of the model by 5× and achieves 1.4× end-to-end speedup and 2.2× GPU peak memory optimization on RTX3090 without compromising performance.

The contributions of this paper could be summarized into three aspects, as follows:

1. We introduce the adaptive inference method Ada3D that leverages spatial redundancy for efficient 3D object detection.

2. We design a shared predictor to evaluate the importance of input features, and combine the predictor score with point cloud density as the criterion for dropping redundant features.

3. We propose sparsity-preserving batch normalization to maintain the sparsity for the 2D backbone.

2. Related Works

2.1. Voxel-based 3D Detection Methods

Voxel-based methods convert the point cloud into regular grids. SECOND [28] utilizes the 3D sparse convolution for feature extraction. CenterPoint [31] is a single-stage detector that leverages a keypoint detector to detect box centers. PV-RCNN [19] combines the point and voxel features and utilizes a two-staged framework for precise detection. While the voxel-based detectors achieve state-of-the-art results, their high computational and memory costs impede their application on self-driving cars. Ada3D aims to alleviate this issue through adaptive inference.

2.2. Adaptive inference for 2D image

adaptive inference to the 3D perception, and adaptively filters redundant 3D voxels and BEV features.

2.3. Efficient 3D Detection Methods

Some prior studies aim to enhance the efficiency of 3D detectors. SPVNAS [25] employs neural architecture search to find suitable depth and width for the 3D model. Lee et al. [9] propose a point-distribution pruning method on 3D convolution kernel. SPS-Conv [15] prunes the output mapping for sparse convolution based on the feature magnitude. RSN [22] designs network module to prune unnecessary part in range view lidar image. A series of fully sparse detectors: FSD [2], FSD++ [3], VoxelNeXT [1] design novel architectures that eliminate the dense BEV backbone. These methods optimize the efficiency of 3D detectors from the perspective of compressing model redundancy. Differently, Ada3D focuses on reducing spatial redundancy and could work on par with these methods.

3. Methods

3.1. Voxel-based Detection with Adaptive Inference

Figure 3 illustrates the overall framework of Ada3D. The 3D object detection task aims to predict 3D bounding boxes \( B = \{b_i\} \) from the point cloud \( \mathcal{P} = \{(x, y, z, r)\} \). The voxel-based 3D detectors [19, 28, 31] quantize the point cloud into regular grids. Without loss of generality, we omit the batch dimension in the following equations. The voxelization generates sparse voxels \( X_{3d} \in \mathbb{R}^{N \times C} \) of voxel numbers \( N \) and feature channels \( C \). The 3D voxel backbone \( F_{3d} \) applies 3D sparse convolution [5] on the voxels to extract point cloud feature. We use the \( X_{i,c} \) to represent the \( c \)-th channel of \( i \)-th voxel feature, and the \( c' \)-channel of the \( j \)-th output voxel can be described as:

\[
Y_{j,c'} = \sum_k \sum_c W_{k,c,c'} X_{R_{k,j},k,c},
\]

where \( R_{k,j} \) is the input index \( i \) given the output index \( j \) and kernel offset \( k \), \( W_{k,c,c'} \) denotes the kernel offset \( k \)'s weight.

The processed 3D feature \( \tilde{X}_{3D} \) is then projected to the BEV plane through sum pooling along the z-axis to generate 2D features \( X_{2D} \in \mathbb{R}^{C \times W \times H} \). We define \( \Gamma_{3D\rightarrow2D} \) as the mapping from 3D voxels to 2D BEV pixels, and \( \Gamma_{2D\rightarrow3D} \) describes the invert mapping. The 2D BEV backbone \( F_{2D} \) is applied to further extract the 2D BEV feature. Finally, the detection head \( F_{head} \) predicts the 3D bounding box.

The adaptive inference is adopted in both the 3D and 2D backbone. For simplicity, we omit the channel dimension \( C \) for feature \( X \) for the equations below, since all channels share the same spatial filtering pattern. We describe the layer indexes where the predictor is applied with the layer index \( I_{3D} = \{l_{3D}(1), ..., l_{3D}(n)\} \) and \( I_{2D} = \{l_{2D}(1), ..., l_{2D}(n)\} \). The adaptive inference for 3D backbone could be described as:

\[
\tilde{X}_{3D}^{(l_{3D}(1))} = \Gamma_{3D\rightarrow2D}(\Gamma_{2D\rightarrow3D}(X_{2D}^{(l_{2D}(1))}), S) \odot X_{3D}^{(l_{3D}(1))}, \quad S = F_{score}(\Gamma_{3D\rightarrow2D}(\Gamma_{2D\rightarrow3D}(X_{2D}^{(l_{2D}(1))}, S)))
\]

where the \( S \in \mathbb{R}^{W \times H} \) represents the importance score for BEV pixels, which is generated by \( F_{score} \) that combines the predictor output and 3D point cloud’s density. The \( F_{score} \) takes the 2D BEV input projected from the input 3D voxel.
3.2. Importance Predictor Design

In Ada3D, we adopt a lightweight CNN as the spatial-wise evaluating the input feature to identify its redundant parts. The predictor score will be discussed in Sec. 3.2 and Sec. 3.3. Similarly, the adaptive inference for the 2D BEV backbone is applied at $\Gamma_{2D \rightarrow 3D}$ and element-wisely multiplied with the original 3D voxel feature to generate subsampled 3D voxel feature $\tilde{X}_{3D}^{(i)}$. Note that the equation describes the algorithmic simulation of spatial filtering, while in the actual GPU processing, features with zero values in $\tilde{X}_{3D}^{(i)}$ are excluded to achieve actual hardware acceleration, i.e., their computation and storage are skipped. More details about $\mathbf{F}_{\text{drop}}$ and $\mathbf{F}_{\text{score}}$ will be discussed in Sec. 3.2 and Sec. 3.3.

Similarly, the adaptive inference for the 2D BEV backbone is applied at $\Gamma_{2D} = \{I_{2D}, ..., I_{n2D}\}$ layers with similar process described in Eqn. 2 without the transformation $\Gamma_{2D \rightarrow 3D}, \Gamma_{3D \rightarrow 2D}$ between the voxel and the BEV space.

3.2. Importance Predictor Design

As discussed in Eqn. 2 in Sec. 3.1, the $\mathbf{F}_{\text{score}}$ is used for evaluating the input feature to identify its redundant parts. In Ada3D, we adopt a lightweight CNN as the spatial-wise importance predictor in BEV space to predict pixel-wise importance score from the input feature.

**Inference.** The predictor inference for 3D voxel feature is described as:

$$\mathbf{Y}_{\text{pred}} = \mathbf{F}_{\text{pred}}(\mathbf{X}_{\text{BEV}}; \Theta_{\text{pred}}), \quad (3)$$

where $\mathbf{F}_{\text{pred}}$ is the predictor with the parameter $\Theta_{\text{pred}}$. The predictor’s output is a single channel heatmap $\mathbf{Y}_{\text{pred}} \in [0, 1]^{W \times H}$. We choose to design the predictor in the BEV space instead of 3D space, as the perception is mainly conducted in the former. Intuitively, there exists less redundancy in the vertical space, and the efficiency improvement of compressing it is restricted. Also, estimating the importance of the whole 3D space is more challenging. In order to effectively and efficiently evaluate the importance, we design a lightweight predictor that is shared for different layers at both the 3D and 2D backbone. It consists of multiple group convolutions [33] with reduced parameters and computational complexity. Besides, the resolution of the predictor is selected as 1/8 of the original original BEV resolution. The computational cost of the predictor’s is less than 1% of the 2D backbone, thereby bringing negligible overhead.

**Training.** Our oracle experiment in Fig. 2 shows that the performance only decreases slightly when dropping a notable amount of points outside the ground-truth bounding boxes. It reveals that the center of the bounding box is of high importance and the importance spreads to the local region. Therefore, following CenterPoint [31], we generate the ground-truth heatmap $\mathbf{M}_{gt}$ for the predictor by dropping a 2D Gaussian circle with a peak located at each bounding box center $(u, v)$, which could be formulated as follows:

$$\mathbf{M}_{gt} = \sum_{i = 1}^{\beta} \mathcal{G}((u, v)_i, \sigma), \quad (4)$$

where $b_i$ is the ground-truth bounding box, and $\mathcal{G}$ is the 2D gaussian function with radius $\sigma$. The mean squared error (MSE) loss is adopted for predictor training.

3.3. Density-guided Spatial Filtering

The spatial filtering $\mathbf{F}_{\text{drop}}$ in Eqn. 2 in Sec. 3.1 describes the process of dropping the most redundant $R_{\text{drop}}$ of the input features based on the importance criterion $\mathbf{S}$. We combine the predictor score with the point cloud density to determine where to drop.

The predictor score $\mathbf{Y}_{\text{pred}}$ could effectively represent the relative importance of the input feature. However, due to the imaging principle of the Lidar sensor, the point cloud closer to the sensor has a larger density, and the remote part is sparse [35]. Due to the neighboring aggregation characteristic of the convolution, the predictor tends to output higher results for denser regions and could miss the remote objects (as shown in Fig. 9). To compensate for this bias, we propose density-guided spatial filtering that takes the unique properties of the Lidar point cloud into consideration. Specifically, we use the point cloud BEV density to adjust the predictor score. Therefore, the importance criterion $\mathbf{S}$ is calculated as follows:

$$\mathbf{S} = \mathbf{F}_{\text{score}}(\mathbf{X}_{\text{BEV}}) = \mathbf{F}_{\text{pred}}(\mathbf{X}; \Theta_{\text{pred}}) \cdot (\mathbf{D}_{g})^\beta, \quad (5)$$

where $D$ is the density heatmap pooled with kernel size of $g$, and $\beta$ is a hyperparameter that tunes the density distribution. The value of $\beta$ is selected for each dataset with the goal of aligning the variance of the predictor score and density distribution on 10 sampled scenes. Example in Fig. 9 demonstrates that the density guidance enlarges the importance score for sparser regions and avoids mistakenly dropping the remote objects.

3.4. Sparsity Preserving Batch Normalization

As illustrated in Fig. 4, the 2D feature map projected from 3D voxel features in the BEV plane is sparse, only 5% and 20% features are nonzero for KITTI and nuScenes (the orange part). The rest of the background pixels (the blue ones) are initialized as zero. However, current methods do not utilize such sparsity, and the feature map loses sparsity after the first batch normalization layer (See Fig. 2). A large amount of computation and memory is wasted for the “background” features with limited information.

A straightforward way to preserve sparsity in 2D BEV backbone is to apply batch normalization only for the
nonzero elements. This approach is described as the “Nonzero BN” in Fig. 4. However, we empirically discover that replacing the “Normal BN” with “Nonzero BN” causes instability in training and moderate performance degradation when fine-tuning from dense pretrained models. We attribute this problem to the violation of the feature’s relative relations. As shown in Fig. 4, the orange part with diagonal hatching has larger values than the background features (zero), but after the “Nonzero BN”, their values are smaller than the background. The fine-tuning process needs to learn such distribution change thus causing instability. To address this problem, we propose a simple but effective modification and introduce the “Sparsity-preserving BN”. In order to preserve the features’ relative relations, the SP-BN leaves out the procedure of subtracting the feature’s mean. Therefore, most parts of the nonzero elements remain positive and are distinguishable from the “background”. The fine-tuning process only needs to learn the offset of the background “zero” elements. SP-BN (affine transform omitted) can be formulated as:

$$x_i^{(k)} = \frac{x_i^{(k)}}{\sqrt{\left(\sigma_B^{(k)}\right)^2 + \epsilon}}, \quad (6)$$

where $\sigma_B^{(k)}$ is the standard deviation. Experimental results show that when replacing the normal batch normalization with SP-BN, we could increase the sparsity of 2D BEV heatmap from 0% to 50% without loss of performance.

4. Experiments

4.1. Implementation Details

KITTI and nuScenes and ONCE dataset The KITTI dataset has 7481 training images and 7518 test images with corresponding point clouds. The object to detect have 3 classes: car, pedestrian, and cyclist, the boxes are classified into three subsets: “Easy”, “Moderate” and “Hard” based on the levels of difficulty. The detection results are evaluated by average precision (AP) for each subset with IoU threshold 0.7 for cars and 0.5 for pedestrians and cyclists. The nuScenes dataset comprises 1000 driving sequences with annotations in the form of bounding boxes for 10 object classes. The commonly used metrics are the mean Average Precision (mAP) and the nuScenes detection score (NDS). NDS is the weighted average of mAP and other box characteristics, such as translation and orientation. The ONCE [17] dataset provides Lidar point clouds collected from downtown and suburban areas of multiple cities for 3D object detection. For supervised training, the training set contains 5k labelled scenes and the validation set contains 3K scenes. The commonly used mAP is adopted as the evaluation metric.

Adaptive inference design We apply Ada3D to CenterPoint [31] model on both datasets. Due to the original CenterPoint paper does not conduct experiments on KITTI, we follow the author’s released code [29] to construct the CenterPoint model on KITTI. We replace all the batch normalization layers in the 2D backbone with sparsity-preserving BN. We apply adaptive inference at the 2nd and 4th layer of the 3D and 2D backbone. The $R_{drop}$ is a hyperparameter (e.g., 25%/50%) to control how many features to drop. The predictor’s input resolution is set as the scene size divided by voxel size $\times 8$. Max poolings and same padding upsample layers are adopted to align features of different sizes. The predictor consists of 3 convolution layers with channel size $[16, 32, 16]$ and group size of 8. The predictor is trained with adam optimizer with one-cycle learning rate scheduling [6] of learning rate 0.003 for 10 epochs. To recover the performance, we adopt an interleaved scheme that alternates between finetuning the model with adaptive inference for 5 (2 for nuScenes) epochs and training the predictor for 1 epoch and repeat this process for a total of 5 times. The $\sigma$ for ground-truth heatmap is 5.0. The density guidance $\beta$ is set as 0.5 and 0.7 for KITTI and nuScenes/ONCE.

Hardware experiments settings We measure the latency and memory usage of convolution layers on an Nvidia RTX 3090 GPU using CUDA 11.1. We implemented sparse convolution operations using the gather-GEMM-scatter dataflow in TorchSparse v2.0.0 [24] and SpConv v.2.2.6 [5]. To measure latency, we synchronized the GPU and recorded the starting and ending times. To measure peak memory usage, we embedded the PyTorch Memory

Figure 4: Comparison of our proposed sparsity preserving BN with “Normal BN” and “Nonzero BN”.
Table 1: Performance comparison of Ada3D and other methods on KITTI test set. The “Ada3D-B” and “Ada3D-C” are centerpoint models optimized by Ada3D with different drop rates.

<table>
<thead>
<tr>
<th>Method</th>
<th>FLOPs Opt.</th>
<th>Mem (Mod.)</th>
<th>mAP Easy</th>
<th>mAP Mod.</th>
<th>mAP Hard</th>
<th>3D Car (IoU=0.7) Easy</th>
<th>3D Car (IoU=0.7) Mod.</th>
<th>3D Car (IoU=0.7) Hard</th>
<th>3D Ped. (IoU=0.5) Easy</th>
<th>3D Ped. (IoU=0.5) Mod.</th>
<th>3D Ped. (IoU=0.5) Hard</th>
<th>3D Cyc. (IoU=0.5) Easy</th>
<th>3D Cyc. (IoU=0.5) Mod.</th>
<th>3D Cyc. (IoU=0.5) Hard</th>
</tr>
</thead>
<tbody>
<tr>
<td>VoxelNet [36]</td>
<td>-</td>
<td>-</td>
<td>49.05</td>
<td>77.47</td>
<td>65.11</td>
<td>39.48</td>
<td>33.69</td>
<td>31.50</td>
<td>61.22</td>
<td>48.36</td>
<td>44.37</td>
<td>75.83</td>
<td>60.82</td>
<td>53.67</td>
</tr>
<tr>
<td>SECOND [28]</td>
<td>-</td>
<td>-</td>
<td>57.43</td>
<td>84.65</td>
<td>75.96</td>
<td>45.31</td>
<td>35.52</td>
<td>33.14</td>
<td>77.10</td>
<td>58.65</td>
<td>51.92</td>
<td>78.33</td>
<td>62.02</td>
<td>55.67</td>
</tr>
<tr>
<td>PointPillars [12]</td>
<td>-</td>
<td>-</td>
<td>58.29</td>
<td>82.58</td>
<td>74.31</td>
<td>51.45</td>
<td>41.92</td>
<td>38.89</td>
<td>79.17</td>
<td>63.52</td>
<td>56.93</td>
<td>79.17</td>
<td>63.52</td>
<td>56.93</td>
</tr>
<tr>
<td>SA-SSD [8]</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>88.75</td>
<td>79.79</td>
<td>74.16</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>TANet [16]</td>
<td>-</td>
<td>-</td>
<td>59.90</td>
<td>84.39</td>
<td>75.94</td>
<td>53.72</td>
<td>44.34</td>
<td>40.49</td>
<td>75.70</td>
<td>59.44</td>
<td>52.53</td>
<td>75.70</td>
<td>59.44</td>
<td>52.53</td>
</tr>
<tr>
<td>Part-A^2 [21]</td>
<td>-</td>
<td>-</td>
<td>61.78</td>
<td>87.81</td>
<td>78.49</td>
<td>53.10</td>
<td>43.35</td>
<td>40.06</td>
<td>79.17</td>
<td>63.52</td>
<td>56.93</td>
<td>79.17</td>
<td>63.52</td>
<td>56.93</td>
</tr>
<tr>
<td>SPVCNN [25]</td>
<td>-</td>
<td>-</td>
<td>61.16</td>
<td>87.80</td>
<td>78.40</td>
<td>49.20</td>
<td>41.40</td>
<td>38.40</td>
<td>80.10</td>
<td>63.70</td>
<td>56.20</td>
<td>80.10</td>
<td>63.70</td>
<td>56.20</td>
</tr>
<tr>
<td>CenterPoint [31]</td>
<td>-</td>
<td>-</td>
<td>59.96</td>
<td>88.21</td>
<td>79.80</td>
<td>46.83</td>
<td>39.11</td>
<td>36.43</td>
<td>76.09</td>
<td>61.04</td>
<td>53.73</td>
<td>76.09</td>
<td>61.04</td>
<td>53.73</td>
</tr>
<tr>
<td>CenterPoint-Pillar [31]</td>
<td>-</td>
<td>-</td>
<td>57.39</td>
<td>84.76</td>
<td>77.09</td>
<td>44.07</td>
<td>37.80</td>
<td>35.23</td>
<td>75.17</td>
<td>57.29</td>
<td>50.87</td>
<td>75.17</td>
<td>57.29</td>
<td>50.87</td>
</tr>
<tr>
<td>CenterPoint (Ada3D-B) 0.5W</td>
<td>2.32×</td>
<td>2.61×</td>
<td>54.80</td>
<td>63.53</td>
<td>64.63</td>
<td>59.22</td>
<td>66.48</td>
<td></td>
<td>59.22</td>
<td>66.48</td>
<td></td>
<td>59.22</td>
<td>66.48</td>
<td></td>
</tr>
<tr>
<td>CenterPoint (Ada3D-C) 0.5W</td>
<td>9.83×</td>
<td>8.49×</td>
<td>57.72</td>
<td>62.52</td>
<td>69.11</td>
<td>46.66</td>
<td>38.23</td>
<td>34.80</td>
<td>75.27</td>
<td>59.96</td>
<td>52.14</td>
<td>75.27</td>
<td>59.96</td>
<td>52.14</td>
</tr>
</tbody>
</table>

Table 2: Performance comparison of Ada3D on NuScenes val set. The “SPSS-Conv” model applies pruning for the 3D sparse convolution only, and the “CenterPoint-0.5W” uses the 2D backbone with half the usual width.

<table>
<thead>
<tr>
<th>Method</th>
<th>FLOPs Opt.</th>
<th>Mem Opt.</th>
<th>mAP Veh.</th>
<th>mAP Ped.</th>
<th>mAP Cyc.</th>
</tr>
</thead>
<tbody>
<tr>
<td>PointPillar [12]</td>
<td>-</td>
<td>-</td>
<td>44.63</td>
<td>58.23</td>
<td>66.32</td>
</tr>
<tr>
<td>SECOND [28]</td>
<td>-</td>
<td>-</td>
<td>50.59</td>
<td>62.29</td>
<td>71.40</td>
</tr>
<tr>
<td>CenterPillar [31]</td>
<td>-</td>
<td>-</td>
<td>55.43</td>
<td>60.70</td>
<td>69.11</td>
</tr>
<tr>
<td>CenterPoint (Ada3D)</td>
<td>2.32×</td>
<td>2.61×</td>
<td>54.80</td>
<td>63.53</td>
<td>64.63</td>
</tr>
<tr>
<td>CenterPoint-Ada3D (voxel=0.1)</td>
<td>2.32×</td>
<td>2.61×</td>
<td>54.80</td>
<td>63.53</td>
<td>64.63</td>
</tr>
<tr>
<td>CenterPoint [31] (voxel=0.075)</td>
<td>-</td>
<td>-</td>
<td>59.22</td>
<td>66.48</td>
<td>70.59</td>
</tr>
<tr>
<td>CenterPoint-0.5W [31] (voxel=0.075)</td>
<td>1.14×</td>
<td>1.14×</td>
<td>57.80</td>
<td>65.69</td>
<td>71.90</td>
</tr>
<tr>
<td>CenterPoint-Ada3D (voxel=0.075)</td>
<td>3.34×</td>
<td>3.96×</td>
<td>58.62</td>
<td>65.68</td>
<td>71.90</td>
</tr>
<tr>
<td>VoxelsNeXT [1]</td>
<td>-</td>
<td>-</td>
<td>60.50</td>
<td>66.60</td>
<td>70.59</td>
</tr>
<tr>
<td>VoxelsNeXT-Ada3D [1]</td>
<td>1.19×</td>
<td>1.20×</td>
<td>59.75</td>
<td>65.84</td>
<td>70.59</td>
</tr>
</tbody>
</table>

Table 3: Performance comparison of Ada3D on ONCE val set. The results are taken from the OpenPCDet [26] implementation.

<table>
<thead>
<tr>
<th>Method</th>
<th>FLOPs Opt.</th>
<th>Mem Opt.</th>
<th>mAP Veh.</th>
<th>mAP Ped.</th>
<th>mAP Cyc.</th>
</tr>
</thead>
<tbody>
<tr>
<td>PointRCNN [20]</td>
<td>-</td>
<td>-</td>
<td>28.74</td>
<td>52.09</td>
<td>4.28</td>
</tr>
<tr>
<td>PointPillar [12]</td>
<td>-</td>
<td>-</td>
<td>44.34</td>
<td>68.57</td>
<td>17.63</td>
</tr>
<tr>
<td>SECOND [28]</td>
<td>-</td>
<td>-</td>
<td>51.89</td>
<td>71.16</td>
<td>26.44</td>
</tr>
<tr>
<td>PVRCNN [19]</td>
<td>-</td>
<td>-</td>
<td>53.55</td>
<td>77.77</td>
<td>23.50</td>
</tr>
<tr>
<td>CenterPoint [31]</td>
<td>-</td>
<td>-</td>
<td>63.99</td>
<td>75.69</td>
<td>49.80</td>
</tr>
<tr>
<td>CenterPoint (Ada3D)</td>
<td>2.32×</td>
<td>2.61×</td>
<td>62.68</td>
<td>73.43</td>
<td>49.09</td>
</tr>
</tbody>
</table>

Figure 5: Ada3D’s Performance under different $R_{\text{drop}}$. Left: the relative mAP compared with baseline without Ada3D. Right: The FLOPs and memory compress rate.

4.2. Performance and Efficiency Comparison

We first present the performance and resource consumption of Ada3D optimized model on KITTI and nuScenes. We estimate the memory cost of the model by summing the intermediate activation sizes following recent literature [23]. As could be seen from Table 1, the Ada3D optimized model achieves comparable performance with
other methods of different paradigms while compressing the model’s computational and memory cost. In Table 4 and Fig. 5, we present Ada3D model with different drop rates. The model size could be effectively tuned with the drop rate $R_{\text{drop}}$ to fit different resource budgets. “Ada3D-A” model only conducts adaptive inference for 2D backbone, it improves the model performance while reducing the dense rate of BEV features from 100% to 20% . “Ada3D-B” model reduces 40% 3D voxels and more than 80% 2D pixels and compresses the computational and memory cost of the model by 5× without performance degradation. “Ada3D-C” model reduces 60% 3D voxels and more than 90% 2D pixels with moderate performance loss, and reduces the model’s computation and memory cost by an order of magnitude. Table 2 presents the performance on nuScenes, Ada3D optimized CenterPoint model achieves 2~4× FLOPs and memory savings with less than 1% performance drop. Compared with methods that focus on reducing the model redundancy (“CenterPoint-0.5W” and “SPSS-Conv”), Ada3D achieves a larger compression rate with less performance drop.

### 4.3. Hardware Experiments

We conduct hardware profiling of the Ada3D model using sparse convolution GPU libraries [24, 5]. Fig. 6 illustrates the reduction of GPU latency and peak memory for each layer, while Fig. 7 presents the end-to-end hardware specs for the 3D and 2D backbones, respectively. From the results, we draw the following conclusions. First, by using SP-BN and spatial filtering, we retain high sparsity of the 2D feature map, which brings significant reductions in peak memory and spatial filtering for the 2D backbone. For instance, the “conv2d_1” layer shows a 2.5× latency and 8.5× memory improvement, and the overall memory of the 2D backbone is reduced by 4.5×, 6.7×, and 1.9× for each model. Second, the end-to-end latency of the 3D backbone aligns with the drop rate. The latency for the 3D backbone is 0.74×, 0.56×, and 0.77× of the pre-optimized ones, which corresponds to the drop rate (25%, 50%, 25%). Third, Ada3D is more effective for larger scenes and finer voxel sizes, since there exists more potential for exploiting the spatial sparsity. For the nuScenes Ada3D model, only peak memory optimization is achieved, but the latency remains similar. This is because that due to resource constraints, a larger voxel size is often used at the cost of inferior performance [25]. The nuScenes BEV feature map is processed in a relatively low resolution ([128, 128]), thus the dense rates of the deeper layer’s feature maps remain high, and using sparse convolution to process them takes longer than normal convolution. Future directions to improve this include further reducing redundancy or adopting more hardware acceleration techniques. Additionally, improving the efficiency could enable finer voxel size, which could in turn enhances performance and safety for safety-critic autonomous driving applications.

![Figure 6: Layer-wise GPU latency and peak memory optimization for Ada3D-B.](image-url)
5. Analysis and Discussions

5.1. Ablation Studies

Importance predictor accurately evaluates the input features’ importance. In Table 4, comparing “Ada3D-A” and “SP-BN”, the predictor increases the 2D feature map’s sparsity from 50% to 80% upon SP-BN. As shown in Table 6. Among the least important 25%/50% predicted, only 1.5%/7.8% features are mistakenly evaluated. Fig. 9 and Fig. 8 present the visualization of predictor heatmaps in both the BEV and voxel space. The predictor recognizes features within the box and avoids dropping them.

Density guidance avoids dropping the remote small-sized objects. In Table 4, comparing the “Ada3D-B” models with and without density guidance, simply using predictor scores causes notable performance degradation, especially for the pedestrian (-2.4%) with smaller sizes. Fig. 9 shows the example of density guidance correcting the drop of remote small objects. The predictor fails to correctly detect features for box-1,2,5 due to low density, and the density guidance compensates for such error. We also compare different importance criteria under different drop rates $R_{drop}$ in Table 6. The $R_{inbox}$ denotes the percentage of dropped features that are in the ground-truth bounding box. Solely using the predictor score (IP) or density (DG) results in high $R_{inbox}$ and performance degradation.

SP-BN preserves the sparsity without performance drop. Table 4 shows that introducing the SP-BN increases the sparsity of 2D BEV features from 0% to 50% with no performance drop. Using the “Normal BN” sacrifices the sparsity. Additionally, adopting the “Nonzero BN” for the entire network results in notable performance loss when finetuning from pretrained dense backbone. We hypothesize that it is because of the “Nonzero-BN” needs to learn the entire distribution shift, while the “SP-BN” only needs to learn the offset of zero elements.

Table 5: Performance of combining Ada3D and model-level compression method.

<table>
<thead>
<tr>
<th>Method</th>
<th>FLOPs</th>
<th>Mem.</th>
<th>mAP</th>
<th>KITTI Mod. AP</th>
</tr>
</thead>
<tbody>
<tr>
<td>CenterPoint [31]</td>
<td>-</td>
<td>-</td>
<td>66.1</td>
<td>79.4</td>
</tr>
<tr>
<td>CenterPoint (SPVNAS)</td>
<td>1.07×</td>
<td>1.07×</td>
<td>65.5</td>
<td>79.2</td>
</tr>
<tr>
<td>CenterPoint (SPVNAS+Ada3D)</td>
<td>3.95×</td>
<td>4.35×</td>
<td>65.5</td>
<td>78.6</td>
</tr>
</tbody>
</table>

Table 6: Comparison of adopting different importance criteria for input spatial filtering. “IP” and “DG” stand for importance predictor and density guidance. The “$R_{drop}$” represents the drop ratio. “$R_{inbox}$” represents the percentage of dropped inputs that are within the ground truth bounding box (the lower the better).

<table>
<thead>
<tr>
<th>$f_{score}$</th>
<th>$R_{drop}$</th>
<th>$R_{inbox}$</th>
<th>KITTI Mod. AP</th>
</tr>
</thead>
<tbody>
<tr>
<td>IP  DG</td>
<td>3D  2D</td>
<td>Car.  Ped.  Cyc.</td>
<td></td>
</tr>
<tr>
<td>-  -</td>
<td>-  -</td>
<td>79.1  53.3  65.6</td>
<td></td>
</tr>
<tr>
<td>-  25%</td>
<td>12.3%  9.4%</td>
<td>76.4  45.6  59.4</td>
<td></td>
</tr>
<tr>
<td>✓  25%</td>
<td>1.4%  1.1%</td>
<td>78.8  51.6  64.9</td>
<td></td>
</tr>
<tr>
<td>✓  ✓  25%</td>
<td>0.8%  0.0%</td>
<td>79.1  54.0  65.2</td>
<td></td>
</tr>
<tr>
<td>-  50%</td>
<td>17.6%  20.3%</td>
<td>72.1  39.4  55.6</td>
<td></td>
</tr>
<tr>
<td>✓  50%</td>
<td>6.8%  8.8%</td>
<td>76.9  50.2  63.7</td>
<td></td>
</tr>
<tr>
<td>✓  ✓  50%</td>
<td>5.2%  7.5%</td>
<td>77.6  53.5  65.1</td>
<td></td>
</tr>
</tbody>
</table>

Table 7: Comparison of different BN types. SP-BN maintains both performance and sparsity.

<table>
<thead>
<tr>
<th>BN Type</th>
<th>Sparse</th>
<th>KITTI Mod. AP</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Car.  Ped.  Cyc.</td>
<td></td>
</tr>
<tr>
<td>Normal BN</td>
<td>-</td>
<td>79.4  53.4  65.5</td>
</tr>
<tr>
<td>Without BN</td>
<td>✓</td>
<td>76.3  43.5  49.7</td>
</tr>
<tr>
<td>Nonzero BN</td>
<td>✓</td>
<td>74.5  39.4  47.3</td>
</tr>
<tr>
<td>SP-BN</td>
<td>✓</td>
<td>79.1  53.3  65.6</td>
</tr>
</tbody>
</table>

5.2. Analysis of the Adaptive Inference

Ada3D introduces negligible overhead. The extra cost that Ada3D introduces is the predictor inference. The predictor is conducted in a relatively low resolution and utilizes group convolution. The predictor’s computational cost is less than 1% of the 2D BEV backbone, which is negligible. The training cost of Ada3D includes a brief training of the predictor and model finetuning, which accounts for less than 30% of the original model’s training time.

Ada3D could improve the performance. Adaptive inference removes redundant input features and saves compu-
tation and memory costs. However, adaptive inference does not necessarily have negative effects on performance. As shown in Table 4 and Fig. 5, “Ada3D-A” improves the performance. We infer that the dropped redundant part is noisy and has negative effects on the training process.

**Ada3D could be applied on the fully sparse 3D detectors.** Fully sparse detectors (e.g., FSD [2], FSD++) [3], VoxelNeXt [1]) eliminate the dense BEV feature with novel architecture designs that directly process the sparse BEV feature to generate boxes. These models can still benefit from Ada3D’s spatial filtering, which further reduces redundant inputs. As shown in Tab. 2, when applying Ada3D for VoxelNeXt model, we further reduce 20% of redundant voxels with moderate performance degradation.

**Ada3D could work on par with the model-level compression method and further improve efficiency.** In comparison with existing model-level compression methods, Ada3D takes the perspective of compressing the spatial redundancy. Therefore, Ada3D could be combined with existing model-level to further improve efficiency. We adapt the SPVNAS [25] searched model to the 3D backbone of Centerpoint, and employ Ada3D to further compress it. As seen in Table 5, Ada3D could further reduce the computational and memory cost of SPVNAS optimized model.

![Figure 8: Qualitative Results for 3D and 2D adaptive inference on KITTI and nuScenes dataset. Visualization of the predicted heatmap and dropped input in BEV and voxel space. The predictor identifies the voxels/pixels inside the bounding box and avoids dropping them.](image1)

![Figure 9: Example of the density guidance corrects the drop of smaller remote objects. Visualization of the predictor scores and density-guided scores.](image2)

![Figure 10: Visualization of the 3D point cloud colored by predicted importance score. The orange represents higher importance, and the blue stands for the lower.](image3)

**6. Limitations and Future Directions**

The 2D BEV backbone exhibits only moderate latency improvement at relatively low sparse rates (e.g., 30%−50%). Further exploration of higher sparsity and hardware designed tailored for utilizing the existing sparsity is necessary. Additionally, the Ada3d optimized model shows moderate performance decay with plain finetuning for recovery. To further enhance its performance, more advanced tuning techniques such as distillation could be employed. Additionally, we could extend the usage of Ada3D to more 3D detectors and other tasks.
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