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Figure 1: In this work, we propose a method to generate a sequence of natural human-scene interaction events in real-world complex scenes as illustrated here. The human first walks to sit on a stool (yellow to red), then walk to another chair to sit down (red to magenta), and finally walk to and lie on the sofa (magenta to blue).

Abstract

We present a novel method for populating 3D indoor scenes with virtual humans that can navigate in the environment and interact with objects in a realistic manner. Existing approaches rely on high-quality training sequences that contain captured human motions and the 3D scenes they interact with. However, such interaction data are costly, difficult to capture, and can hardly cover the full range of plausible human-scene interactions in complex indoor environments. To address these challenges, we propose a reinforcement learning-based approach that enables virtual humans to navigate in 3D scenes and interact with objects realistically and autonomously, driven by learned motion control policies. The motion control policies employ latent motion action spaces, which correspond to realistic motion primitives and are learned from large-scale motion capture data using a powerful generative motion model. For navigation in a 3D environment, we propose a scene-aware policy with novel state and reward designs for collision avoidance. Combined with navigation mesh-based path-finding algorithms to generate intermediate waypoints, our approach enables the synthesis of diverse human motions navigating in 3D indoor scenes and avoiding obstacles. To generate fine-grained human-object interactions, we carefully curate interaction goal guidance using a marker-based body representation and leverage features based on the signed distance field (SDF) to encode human-scene proximity relations. Our method can synthesize realistic and diverse human-object interactions (e.g., sitting on a chair and then getting up) even for out-of-distribution test scenarios with different object shapes, orientations, starting body positions, and poses. Experimental results demonstrate that our approach outperforms state-of-the-art human-scene interaction synthesis methods in terms of both motion naturalness and diversity. Code, models, and demonstrative video results are available at: https://zkf1997.github.io/DIMOS.
1. Introduction

Simulating how humans interact with environments plays an essential role in many applications, such as generating training data for machine learning algorithms, and simulating autonomous agents in AR/VR and computer games. Although this task is highly related to character animation in computer graphics, most existing character animation methods (e.g. [4, 5, 16]) focus on improving the realism and controllability of character movements. With the traditional character animation workflows, one can produce high-quality animations but can hardly generate autonomous and spontaneous natural human motions interacting with the surroundings in diverse plausible ways as real humans. Previous learning-based interaction synthesis methods [12, 42, 57] require simultaneously capturing human motion and scenes for supervision. However, capturing such training data is costly and challenging, resulting in a notably limited spectrum of human-scene interaction motions and difficulties in handling unseen interaction scenarios. This restriction also results in inferior motion quality of synthesized virtual humans.

To address this problem, we leverage reinforcement learning (RL) [45] to solve our task. By formulating goals as rewards, perception as states, and latent variables of deep generative models as actions, we can synthesize continuous, stochastic, plausible, and spontaneous motions of virtual humans to inhabit the digital world. Although existing RL-based motion synthesis approaches (e.g. [26, 33, 60]) can effectively generate natural motions to achieve goals, their generated virtual humans can only interact with simple scenes, rather than complex environments with functional furniture and diverse objects. For example, GAMMA [60] employs generative motion primitives and a policy network that are generalizable across diverse human body shapes, but it can only synthesize waypoint-reaching locomotions. The trained digital humans are not aware of how to perform actions like sitting on a chair or lying on a sofa, and frequently inter-penetrates with the scene geometry.

To overcome these limitations, we propose a novel framework to learn both scene and interaction-aware motion control policies for synthesizing realistic and diverse human-scene interaction motions. First, in order to improve the physical plausibility of the synthesized human motions, we design a new scene-aware policy to help virtual humans avoid collisions with scene objects. Specifically, we use a 2D occupancy-based local walkability map to incorporate scene information into the locomotion policy. In addition, we add features derived from the signed distance from body markers to the object surface and the gradient direction of the signed distance to encode the proximity between humans and objects for object interaction policies. Second, in order to achieve controllable object interactions, we provide fine-grained guidances based on surface markers [58] of a human body performing the target interactions. Specifically, we use COINS [61] to generate human bodies interacting with scene objects given the interaction semantics, and then use the body markers as the interaction guidance for motion synthesis. Combined with navigation mesh-based path-finding algorithms to generate intermediate waypoints in 3D scenes, virtual humans can autonomously reach target locations in complex environments and mimic target poses in a variety of plausible ways.

We train the policy networks in synthetic scenes consisting of randomized objects to learn generalizable scene-aware locomotion and fine-grained object interactions. With this framework, we investigate how to synthesize diverse in-scene motions consisting of locomotion, sitting, and lying. We empirically evaluate the motion realism and expressiveness of our proposed method, and compare it with state-of-the-art methods. The results show that our approach consistently outperforms the baselines in terms of diversity, physical plausibility, and perceptual scores.

In summary, we aim to let virtual humans inhabit virtual environments, and present these contributions:

1. We propose a reinforcement learning-based framework to generate realistic and diverse motions of virtual humans in complex indoor scenes.
2. We propose to use body surface markers as detailed interaction goals for fine-grained human-object interaction synthesis and leverage COINS [61] to generate articulated 3D human bodies based on interaction semantics to make virtual humans controllable via interaction semantics and fine-grained body poses.
3. We design scene and interaction-aware policies to enable virtual humans to navigate in 3D scenes while avoiding collisions, to interact with scene objects, and to continuously perform sequences of activities in complex scenes.

2. Related Work

Human motion synthesis. Generating high-quality human motion has been widely explored in computer vision and graphics. Motion graph [22] and motion matching [4, 5, 63] generate motion by searching suitable clips in datasets and blending them automatically. Starke et al. [41–43] use phase-conditioned neural networks to synthesize character animations and interaction with objects. Zhang et al. [58, 60] model motion as sequences of surface markers on the parametric SMPL-X [31] body model, and train autoregressive networks on the large-scale mocap dataset AMASS [29] in order to produce diverse motions of bodies with various shapes. Peng et al. [33] use imitation learning with a skill discovery objective to learn a general motion skill space for physically simulated characters. Tang et al.
[46] trains a motion manifold model of consecutive frames for real-time motion transition. Recent works [23, 24] propose generative methods to synthesize motions from single or a few example motion sequences. Transformer-based models have been designed to predict or generate stochastic motions conditioned on action categories [35], texts [36, 48], gaze [62], and others. More recently, motion diffusion models [1, 2, 49, 50, 54] achieve appealing performance on motion synthesis conditioned on various control signals and demonstrate flexible motion editing.

Motion control and RL-based motion synthesis. Various motion control methods have been proposed to constrain body movements or guide the body to reach goals. Sampling-based motion control methods [27, 28] generate multiple samples at each step and select the samples that best match the targets. Goal-conditional generation networks [10, 17, 21] are applied for motion control. However, such methods may produce invalid results when the train-test domain gap is large. Optimization-based motion control methods [18, 53] leverage the learned generative motion model as regularization and optimize the motion latent variables to fit the decoded motion to the goals. Motion diffusion models [49, 54] implement control via classifier-free text guidance or gradually reprojecting the generated motion onto the physically plausible space at individual denoising steps. Human motions can be formulated as a Markov decision process, and synthesized and controlled via RL. Imitation learning methods [3, 30, 32, 34] trains policy networks to control humanoids to imitate reference motion and complete given tasks. Peng et al. [33] trains policy to control physically-simulated characters to hit a box. Hassan et al. [15] extend the method to generate interactions like carrying a box or sitting on a chair. Zhang et al. [55] learns physically simulated tennis players from broadcast videos.

Ours versus others. Our method is most similar to GAMMA [60] and SAMP [12]. GAMMA learns generalizable motion models and policies across human bodies of diverse identities and shapes, without goal-motion paired training data. Despite producing high-fidelity motions, its results are limited to locomotion in the scene, and frequently collide with scene objects. SAMP learns conditional VAEs to produce sitting and lying actions in living environments, with object-motion paired data. Its generated motion has visible artifacts such as foot-ground skating. Our method combines their merits and eliminates their individual disadvantages. We extend the RL-based framework proposed in GAMMA by incorporating fine-grained motion controls (guided by interaction semantics) and scene interaction modules, so as to generate human-scene interactions in complex daily living environments. Compared to SAMP, our produced motion is more diverse, more physically plausible, and can be guided by fine-grained body surface markers. For systematic comparisons, please refer to Section 4.

3. Method
3.1. Preliminaries

SMPL-X [31] and body representation. We use SMPL-X to represent 3D human bodies in our work. Given shape parameter $\beta \in \mathbb{R}^{10}$ and body pose parameters $\theta \in \mathbb{R}^{63}$, SMPL-X produces a posed body mesh with a fixed topology of 10475 vertices. To place the body in a scene, the root location $r \in \mathbb{R}^{3}$ and the orientation $\phi \in \mathfrak{so}(3)$ w.r.t. the scene coordinates are additionally needed. Since facial expressions and hand gestures are not our focus, we leave their parameters as the default values. In addition, we follow [58, 60] to represent the body in motion by the $SSM_{67}$ body surface marker placement. A motion sequence is then formulated as $X = \{x_1, ..., x_N\}$, where $N$ is the length of motion and $x_i \in \mathbb{R}^{67 \times 3}$ denotes the body marker 3D locations at frame $i$. The marker locations are relative to a canonical coordinate frame centered at the body pelvis in the first frame.
GAMMA [60]. GAMMA can synthesize stochastic, perpetual, and realistic goal-reaching actions in 3D scenes. It comprises generative motion primitive models, RL-based control, and tree-based search to implement gradient-free test-time optimization. The motion primitive is formulated by a CVAE model to generate uncertain marker motions for 0.25 seconds into the future given a motion seed, followed by a MLP-based body regressor to yield SMPL-X parameters. Long-term random motion can be generated by running the motion primitive model recursively. The RL-based control is implemented by learning a policy within a simulation area. The actor-critic framework [45] and the PPO algorithm [39] are applied to update the policy network. An additional motion prior term is used to ensure the motion appears natural. During testing, the generated motion primitives are stored in a tree where only the best K primitives at each layer are preserved in order to discard low-quality sampling results.

COINS[61]. COINS generates physically plausible static human-scene interactions with instance-level semantic control. Given the point cloud of an object and action labels, COINS can generate static bodies interacting with the given object based on the specified action, e.g., sitting, lying, or touching. COINS leverages transformer-based generative models trained on a human-scene interaction dataset [13] to first generate a plausible body pelvis for interaction and then the posed body. The generated bodies are further optimized to improve the physical plausibility and to match the predicted action-dependent contact areas with objects. Such generated static bodies capture the characteristics of the human-scene interaction process and can be used as fine-grained interaction guidance.

3.2. RL-based Framework to Inhabit the Virtual

As illustrated in Fig. 2, we propose a motion synthesis framework that enables virtual humans to navigate in complex indoor scenes and interact with various scene objects, e.g., sitting on a chair. Compared to the GAMMA framework [60], our method incorporates scene information into the states to better handle complex human-scene interactions. Also, we use body markers as goals to provide fine-grained guidance on how to drive the body for the target interactions. With modularized path-finding methods and static person-scene interaction generation methods, our framework can synthesize realistic human motions in complex 3D environments. In our work, we use COINS [61] to generate static person-scene interactions from interaction semantics given as ‘action-object’ pairs. The walking path can be either generated by hand, or by automatic path-finding algorithms like A* [11, 40].

We formulate our motion synthesis tasks with reinforcement learning. At each time step, a virtual human perceives its state $s_t$ in the environment and samples an action $a_t$ from its policy model $\pi(a_t|s_t)$. Based on its motion model, it advances its motion state, and obtains a new perception state $s_{t+1}$. A reward $r_t = r(s_t, a_t, s_{t+1})$ is calculated, tailored to different tasks.

The motion model and the action. We leverage the CVAE-based generative motion primitive [60] as our motion model, and use its latent variables as actions. We train the model conditioned on 1 or 2 past frames using the combination of the SAMP [12] and AMASS [29] motion capture datasets, to learn a latent motion primitive space covering motion skills for human-scene interactions. Each latent variable $z$ in the motion primitive space is regarded as an action and can be decoded to a short clip of motion.

The state. The state is formulated by

$$s_t = (X_s, I, G),$$

where $X_s \in \mathbb{R}^{M \times 67 \times 3}$ is the body markers motion seed that represents a motion history of $M$ frames. $I$ and $G$ denote the person-scene interaction feature and the goal-reaching feature, respectively. The interaction feature and goal-reaching feature vary among the locomotion and object interaction tasks. We introduce the detailed formulation in Sec. 3.3 and 3.4.
The rewards. The rewards evaluate how well the virtual human performs locomotion and fine-grained object interaction tasks. We formulate rewards as

\[ r = r_{\text{goal}} + r_{\text{contact}} + r_{\text{penet}}, \]

where \( r_{\text{goal}} \), \( r_{\text{contact}} \), and \( r_{\text{penet}} \) represent the rewards for goal-reaching, foot-ground contact, and penetration avoidance, respectively. Specifically, the contact reward \( r_{\text{contact}} \) encourages foot-floor contact and discourages foot skating, and is defined as:

\[ r_{\text{contact}} = e^{-(\min x_{\cdot z} - 0.05)_+} \cdot e^{-(\min ||x_{vel}||_2 - 0.075)_+}, \]

where \( F \) is the set of foot markers, \( x_z \) is the height of the markers, \( x_{vel} \) is the velocity of the markers, and \((\cdot)_+\) denotes clipping negative values. There are tolerance thresholds of 0.05m for foot-floor distance and 0.075m/s for skating, following GAMMA [60]. The other two reward terms are action-specific and introduced in Sec. 3.3 and 3.4.

Policy network and training. We use the actor-critic algorithm [45] to learn the policy, where a policy network and a value network are trained jointly. The policy network generates a diagonal Gaussian distribution representing the stochastic action distribution given a state, while the value network outputs the value estimation for each state.

Like in GAMMA [60], these two networks are jointly trained by minimizing:

\[ L = L_{\text{PPO}} + \mathbb{E}[(r_t - V(s_t))^2] + \alpha \text{KL-div}(\pi(z|s)||\mathcal{N}(0, I)), \]

where the first term is the PPO [39] loss, the second updates the value estimation of the critical networks, and the third Kullback–Leibler divergence term regularizes motion in the latent space [60].

Tree sampling for test-time optimization. Given the stochastic nature of our Gaussian policies, sampling motions from the generated action distributions can yield motion primitive results of various qualities. Therefore, we follow [60] to use tree-based sampling during inference to discard motion primitives with inferior goal-reaching and scene interaction scores. Specifically, we sample multiple latent actions at each time step and selectively keep the best K samples, utilizing the same rewards used to train the policies as the selection criteria. This tree-sampling technique yields improved synthesis results of higher quality.

In the following, we elaborate on the design of states and rewards tailored to different actions, namely locomotion and fine-grained object interaction. By combining the learned policies, long-term and coherent motions can be composed by rolling out the initial body and switching between the locomotion and object interaction stages.

3.3. Scene-Aware Locomotion Synthesis

Navigating in cluttered scenes here means the human body moving to a target while avoiding collisions with scene objects. Our key idea is to incorporate the walkability information of the surrounding environment into the states and use collision rewards to train the locomotion policy in order to avoid scene collisions. Specifically, we represent the walkability of the environment surrounding the human agent using a 2D binary map \( M \in \{0, 1\}^{16 \times 16} \) as illustrated in Fig. 3.

The walkability map is defined in the human’s local coordinates and covers a 1.6m \( \times \) 1.6m area centered at the body pelvis and aligned with the body facing orientation. It consists of a \( 16 \times 16 \) cell grid where each cell stores a binary value indicating whether this cell is walkable or not. This local walkability map enables the policy to sense surrounding obstacles.

Referring to Eq. 1, the person-scene interaction feature is specified by

\[ I = \text{vec}(M), \]

in which \( \text{vec}(\cdot) \) denotes vectorization. The goal-reaching feature is specified by

\[ G = (\tilde{g}_p - X_s)_n, \]

where \( X_s \) and \( \tilde{g}_p \in \mathbb{R}^{M \times 67 \times 3} \) are the body marker seed representing \( M \) frames history of motion, and the broadcasted target pelvis location relative to the body-centered canonical coordinate, respectively. \((\tilde{g}_p - X_s)_n\) represents the normalized vectors pointing from each marker to the goal pelvis.

The rewards contributing to Eq. 2 are defined as

\[ r_{\text{penet}} = e^{-|\mathcal{M}_0 \cap B_{xy}(X)|}, \]
where $\mathcal{M}_0$ denotes the non-walkable cells in the walkability map, $B_{xy}(\cdot)$ denotes the 2D bounding box of the body markers $X$, $\cap$ denotes their intersection, and $|\cdot|$ denotes the number of non-walkable cells overlapping with the human bounding box.

$$r_{\text{goal}} = r_{\text{dist}} + r_{\text{ori}},$$

$$r_{\text{dist}} = 1 - (\|p - g_p\|^2 - 0.05)_+,$$

$$r_{\text{ori}} = \langle \alpha, g_p - p \rangle / 2,$$

where $r_{\text{dist}}$ encourages the body pelvis $p$ to be close to the pelvis goal $g_p$ and $r_{\text{ori}}$ encourages the body facing direction $\alpha$ to be aligned with the direction from the current body pelvis $p$ to the pelvis goal $g_p$.

### 3.4. Fine-grained Object Interaction Synthesis

To synthesize fine-grained human-object interactions, *e.g.*, sitting on a chair or lying on a sofa, we use body marker goals as guidance, and model the proximity between the body surface and the scene object in a compact way. The goal marker sets can be generated by static person-scene interaction methods such as [14, 56, 61]. We use COINS [61] to generate the static goal interaction body for its performance and controllability of interaction semantics.

In addition to the marker-based goal guidance, we incorporate the proximity relations between humans and objects into the states. Specifically, we use the signed distance from each marker to the surface of the scene object, as well as the gradient of the signed distance to represent the proximity relationship, as illustrated in Fig. 4. Both the signed distance and its gradient direction are calculated using the object’s signed distance field (SDF) $\Psi_O$.

Referring to Eq. 1, the person-scene interaction feature is formulated as

$$I = [\Psi_O(X_s), \nabla \Psi_O(X_s)],$$

in which $\Psi_O \in \mathbb{R}^{M \times 67}$ and $\nabla \Psi_O \in \mathbb{R}^{M \times 201}$ denote the SDF values and the gradient at each marker location in the $M$ frames, respectively, and $[\cdot, \cdot]$ denotes feature concatenation. The goal-reaching feature is formulated as

$$G = [(g_m - X_s)_n, \|g_m - X_s\|^2],$$

in which $X_s \in \mathbb{R}^{M \times 67 \times 3}$ denotes the body markers seed, $g_m \in \mathbb{R}^{M \times 67 \times 3}$ denotes the broadcasted goal body markers, $(g_m - X_s)_n$ denotes the normalized vector representing the direction from each marker to the corresponding target marker, $\|g_m - X_s\|^2$ denotes the distance from each marker to target marker.

Figure 4: Illustration of the object interaction policy network. The interaction policy state consists of the body markers, the goal-reaching features of both distance and direction from current markers to the goal markers, and the interaction features of the signed distances from each marker to the object surfaces and the signed distance gradient at each marker location. Such interaction features encode the human-object proximity relationship.

The interaction policy is trained using the reward defined in Eq. 2 with the following interaction-specific goal reward and penetration reward:

$$r_{\text{goal}} = 1 - (\|x - g_m\|^2 - 0.05)_+,$$

$$r_{\text{pen}} = e^{-\frac{1}{|V|} \sum_{i=1}^{|V|} \sum_{c=1}^{|T_c|} \|\Psi_O(v_{ti}) - \cdot\|},$$

with $|V|$ being the SMPL-X mesh vertices, $T$ denotes the number of frames in each motion primitive (equals to 10 in our study). The distance reward encourages the final frame body markers $x$ to be close to the body markers $g_m$. The penetration reward penalizes all the body vertices within a motion primitive that have negative SDF values. We use body vertices instead of joints because human-object contact happens on the body surface and can be better detected using vertices.

Moreover, we train the interaction policy with a mixture of ‘sit/lie down’ and ‘stand up’ tasks. This training scheme enables the human agent to also learn how to stand up and transit from object interaction back to locomotion, which enables the synthesis of a sequence of interaction activities as in Fig. 1.

### 4. Experiment

**Motion Datasets.** We combine the large-scale motion capture dataset AMASS [29] with SAMP [12] motion data to train the motion primitive models. Each sequence is first subsampled to 40 FPS and then split into 10 frames and 100 frames clips. Each motion clip is canonicalized using the first frame body. Specifically, we select AMASS sequences annotated with ‘sit’ or ‘lie’ in BABEL [37] and all motion data of SAMP to train the motion primitive model. We train
separate motion primitive models for locomotion and interactions using task-related data. We observe that extending SAMP motion data with AMASS dataset is the key to making interaction policies work.

Policy Training Environments. To train the scene-aware locomotion policy, we randomly generate synthetic cluttered scenes consisting of random objects from ShapeNet [6]. Random initial and target location pairs are sampled in the walkable areas using navigation meshes to train the locomotion policy. To train the interaction policy, we use the static person-object interaction data from PROX [13] and retargeted to ShapeNet objects. We first randomly sample a furniture and interaction body goal from the retargeted PROX data. Then we sample the initial body with random poses and locations in front of the object to train the interaction policy. We also randomly swap the initial and goal body to learn both 'sit/lie down' and 'stand up' motions. Please refer to Supp. Mat. for more details.

4.1. Locomotion in 3D Scenes

We randomly generate test scenes for locomotion in the same way as the training scenes. The virtual human is instructed to move from the random start point to the random target point while avoiding penetration with scene objects.

Baselines and metrics. We compare our method with SAMP [12] and GAMMA [60] for locomotion. The SAMP results are recorded by running the released Unity demo. The start and termination are manually determined so the reported completion time may be slightly higher than the actual time due to human response time. The evaluation metrics for locomotion include: 1) time from start point to target point or reaching the time limit, measured in seconds. 2) the average distance from the final body to the targets, measured in meters. 3) foot contact score encouraging the lowest feet joints on the floor and discouraging foot skating as defined in Eq. 3. We use body joints instead of markers to calculate the contact score because the marker set annotation for the SAMP body is missing. 4) locomotion penetration score indicating the percentage of body vertices that are inside the walkable areas according to the navigation mesh.

<table>
<thead>
<tr>
<th></th>
<th>time ▼</th>
<th>avg. dist ▼</th>
<th>contact ▲</th>
<th>loco pene ▲</th>
</tr>
</thead>
<tbody>
<tr>
<td>SAMP</td>
<td>5.97</td>
<td>0.14</td>
<td>0.84</td>
<td>0.94</td>
</tr>
<tr>
<td>GAMMA</td>
<td>3.87</td>
<td>0.03</td>
<td>0.94</td>
<td>0.94</td>
</tr>
<tr>
<td>Ours</td>
<td>6.43</td>
<td>0.04</td>
<td>0.99</td>
<td>0.95</td>
</tr>
</tbody>
</table>

Table 1: Evaluation of the locomotion task. The up/down arrows denote the score is the higher/lower the better and the best results are in boldface.

Results. Table 1 shows the empirical evaluation results. Our method achieves a higher contact score (0.99) than both GAMMA (0.94) and SAMP (0.84) which indicates better foot-floor contact and less foot skating. Moreover, our method achieves the highest penetration score which indicates our scene-aware policy can better avoid scene collisions. Fig. 5 shows examples of locomotion tasks where GAMMA collides into the scenes while our scene-aware locomotion policy (right) avoids collision. The yellow circles denote the specified waypoints.

4.2. Fine-Grained Human-Object Interaction

We evaluate the object interaction task on 10 unseen objects (3 armchairs, 3 straight chairs, 3 sofas, 1 L-sofa) from ShapeNet [6]. We use the object size annotation of ShapeNet and manually filter unrealistic-sized objects. The virtual human is randomly placed in front of the target object and then instructed to perform the interaction, stay for around 2 seconds, and then stand up. We evaluate two interactions of sitting and lying separately.

Baselines and metrics. We compare our method with SAMP [12] for the object interaction task. The evaluation metrics for the interaction tasks are: 1) time of completing the object interaction task. 2) foot contact score as defined in Eq. 3. Note that the foot contact score does not always reflect the motion quality for lying tasks because the foot can
Table 2: Evaluation of the interaction tasks. The up/down arrows denote the score is the higher/lower the better and the best results are in boldface.

<table>
<thead>
<tr>
<th></th>
<th>time ↓</th>
<th>contact ↑</th>
<th>pene. mean ↓</th>
<th>pene. max ↓</th>
</tr>
</thead>
<tbody>
<tr>
<td>SAMP [12] sit</td>
<td>8.63</td>
<td>0.89</td>
<td>11.91</td>
<td>45.22</td>
</tr>
<tr>
<td>Ours sit</td>
<td>4.09</td>
<td>0.97</td>
<td>1.91</td>
<td>10.61</td>
</tr>
<tr>
<td>SAMP [12] lie</td>
<td>12.35</td>
<td>0.73</td>
<td>44.77</td>
<td>238.81</td>
</tr>
<tr>
<td>Ours lie</td>
<td>4.20</td>
<td>0.78</td>
<td>9.90</td>
<td>44.61</td>
</tr>
</tbody>
</table>

Figure 6: Demonstration of various generated object interactions. Each row shows generated interactions with the same object starting from random initial body locations and orientations. Colors from yellow to red denote time.

often be off the floor during lying. 3) interaction penetration score for each frame is defined as:

$$s_{\text{inter\_pene}} = \sum_{v_i \in V} | \Psi_{O}(v_i) - |,$$

where $\Psi_{O}$ is the object signed distance field, $\cdot$ clips all positive distance values to zero, and $V$ is the body vertices. We show both the average penetration over time and the maximum penetration in one sequence.

Results. Tab. 2 shows the evaluation results. Our method achieves a significantly higher foot contact score, indicating more natural motion. Our method also achieves lower mean and maximum penetration, which means our method generates more physically plausible results. Moreover, our method can complete the interaction tasks much faster than SAMP. This is because SAMP does not generalize well to unseen random body initialization and needs a longer time to start performing interactions. Qualitative results demonstrating the various object interactions generated by our method are shown in Fig. 6. Our object interaction policy generalizes to random initial body locations and orientations, as well as novel objects of various shapes.

Table 3: Evaluation of interaction sequences synthesis. Here ‘contact’ denotes the foot contact score, ‘loco. pene.’ is the percentage of body vertices inside the walkable areas, ‘inter. pene. mean/max’ denotes the mean and maximum penetration with interaction objects, and ‘perceptual’ denotes the ratio of being chosen as perceptually more natural. The best results are in boldface.

<table>
<thead>
<tr>
<th></th>
<th>SAMP [12]</th>
<th>Ours</th>
</tr>
</thead>
<tbody>
<tr>
<td>contact ↑</td>
<td>0.87</td>
<td><strong>0.96</strong></td>
</tr>
<tr>
<td>loco. pene. ↑</td>
<td>0.62</td>
<td><strong>0.72</strong></td>
</tr>
<tr>
<td>inter. pene. mean ↓</td>
<td>15.61</td>
<td><strong>3.40</strong></td>
</tr>
<tr>
<td>inter. pene. max ↓</td>
<td>101.25</td>
<td><strong>39.68</strong></td>
</tr>
<tr>
<td>perceptual. ↑</td>
<td>0.15</td>
<td><strong>0.85</strong></td>
</tr>
</tbody>
</table>

4.3. Interaction Sequences in 3D Scenes

Humans often continuously perform sequences of interactions with various objects in complex real-world scenes as shown in Fig. 1. Such interaction sequences are combinations of alternating locomotions and fine-grained interactions which we evaluate in Sec. 4.1 and Sec. 4.2 respectively. We conduct the empirical evaluation in real scene scans from Replica [44] and compare our method with SAMP. We select a list of interactable objects in the scene and instruct the virtual human to walk to the objects to perform interactions one by one. The evaluation metrics include the foot contact score, locomotion penetration score, and the mean and maximum interaction penetration score. We also conducted a perceptual study where participants are shown a side-by-side comparison of results from two methods and asked to choose the one perceptually more natural. We report the rate of being chosen as the better.

The evaluation results are shown in Tab. 3. Our method generates high-quality results of human-scene interactions in cluttered environments. Our results achieve higher contact scores and less penetration with the scenes compared...
Table 4: Rewards ablation studies results, where ‘-Contact’ and ‘-Penetration’ denote policies trained without the floor contact and penetration avoidance reward, respectively.

<table>
<thead>
<tr>
<th></th>
<th>time ↓</th>
<th>contact ↑</th>
<th>pene. mean ↓</th>
<th>pene. max ↓</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ours</td>
<td>4.09</td>
<td>0.97</td>
<td>1.91</td>
<td>10.61</td>
</tr>
<tr>
<td>- Contact</td>
<td>5.75</td>
<td>0.88</td>
<td>19.49</td>
<td>60.10</td>
</tr>
<tr>
<td>- Penetration</td>
<td>4.03</td>
<td>0.95</td>
<td>16.80</td>
<td>45.50</td>
</tr>
</tbody>
</table>

to SAMP. In addition, our method generates perceptually more natural results according to perceptual study.

4.4. Ablation Studies

We perform ablation studies on the foot-ground contact reward and penetration avoidance reward of the interaction policies to substantiate the significance of these rewards. We train two ablation interaction policies using identical networks and environments, differing only in the exclusion of one of these rewards in each case. The quantitative metrics are reported in Tab. 4. The removal of the penetration avoidance reward yields a marked escalation in detected human-scene penetration. The removal of the foot-floor contact reward yields notably both inferior contact and penetration scores, accompanied by observed erratic synthesized motions that either remain suspended in the air or penetrate the floor. These empirical findings underscore the crucial role played by the foot-floor contact and penetration avoidance rewards in the learning of interaction policies.

5. Discussion and Conclusion

Limitations and Future Work. Our current method has various limitations that could be improved in future works. First, our method does not fully resolve penetrations with scene objects and floors since our method only uses rewards to encourage avoiding penetration with scenes, which does not impose hard constraints for penetrations. The combination of our method with physics simulation holds the potential to effectively address and resolve penetration issues. Moreover, the lying motions generated by our method are not as natural as the sitting motions because the motion primitive model fails to learn a comprehensive action space for lying given limited training data. Specifically, the available AMASS motion capture data for lying (167 seconds) is significantly less than the data for sitting (5K seconds). To overcome this issue, we aim to explore more data-efficient learning methods and scalable methods to collect human-scene interaction data. Furthermore, our locomotion policy is now limited to flat-floor scenes due to its reliance on the 2D occupancy-based walkability map. However, to broaden the applicability of our approach to more complex scenes such as uneven outdoor terrains and multi-floor buildings requiring walking upstairs, it will be necessary to replace the walkability map with a more suitable environment sensing mechanism. In addition, our method is restricted to interactions with static scenes. However, in the real world, humans are exposed to dynamic interactions with movable objects and scenes involving autonomous agents including other humans, animals, and vehicles. Extension to dynamic interactions will enable tackling a broader range of intricate and dynamic applications that mirror the complexities inherent in the real world.

Conclusion. In this paper, we leverage reinforcement learning to establish a framework to synthesize diverse human motions in indoor scenes, which is stochastic, realistic, and perpetual. The proposed method has large potential to improve many applications such as daily-living activity simulation, synthetic data creation, architecture design, and so on. Compared to existing methods, our method realizes fine-grained control by using body surface keypoints as targets, and achieves autonomous body-scene collision avoidance by incorporating scene information into the states and the rewards. Experiments show that our method effectively enables virtual humans to inhabit the virtual, and outperforms baselines consistently.

Acknowledgements. We sincerely acknowledge the anonymous reviewers for their insightful suggestions. This work was supported by the SNSF project grant 200021 204840 and SDSC PhD fellowship. Lingchen Yang provided valuable suggestions on visualization.
References


and body from a single image. pages 10975–10985, 2019. 2, 3
[58] Yan Zhang, Michael J Black, and Siyu Tang. We are more than our joints: Predicting how 3d bodies move. pages 3372–3382, 2021. 2, 3
[62] Yang Zheng, Yanchao Yang, Kaichun Mo, Jiaman Li, Tao