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Figure 1: We study the reliance on spatial inductive bias for both contrastive learning (CL) and supervised learning (SL), by pre-training
them on dataset with destroyed global or local spatial structure to prevent such inductive bias, and compare the performance drop in
evaluation. Our experiments show that compared with SL, CL has a higher performance drop without either global or local spatial inductive
bias, which has a significantly lower uniformity and a more messy, entangled, and non-separable feature space (Sec. 4.3), clearly leading
to the conclusion that CL relies more on spatial inductive bias than SL.

Abstract

Though self-supervised contrastive learning (CL) has
shown its potential to achieve state-of-the-art accuracy
without any supervision, its behavior still remains under-
investigated. Different from most previous work that under-
stands CL from learning objectives, we focus on an unex-
plored yet natural aspect: the spatial inductive bias which
seems to be implicitly exploited via data augmentations in
CL. We design an experiment to study the reliance of CL on
such spatial inductive bias, by destroying the global or lo-
cal spatial structures of an image with global or local patch
shuffling, and comparing the performance drop between ex-
periments on original and corrupted dataset to quantify the
reliance on certain inductive bias. We also use the uni-
formity of feature space to further research how CL-pre-
trained models behave with the corrupted dataset. Our re-
sults and analysis show that CL has a much higher reliance

on spatial inductive bias than SL, regardless of specific CL
algorithm or backbones, opening a new direction for study-
ing the behavior of CL.

1. Introduction

Self-supervised contrastive learning (CL) has demon-
strated tremendous potential in learning generalizable rep-
resentations from unlabeled datasets [4, 18, 16, 2, 8, 35] in
recent years. Current state-of-the-art CL algorithms learn
representations from ImageNet [11] that match or even ex-
ceed the accuracy of their supervised learning (SL) counter-
parts on ImageNet and downstream tasks. Understanding
the behavior and the power of contrastive learning is there-
fore becoming an interesting and crucial topic in academia.
Previous work on understanding CL [6, 29, 27] mostly fo-
cuses on the loss functions, while few work focuses on the
data-centric inductive bias in CL – which information CL

This ICCV paper is the Open Access version, provided by the Computer Vision Foundation.
Except for this watermark, it is identical to the accepted version;

the final published version of the proceedings is available on IEEE Xplore.

16327



focuses on exploiting when lacking semantic supervision.
A typical CL method learns the semantic information

of images by applying data augmentation-based contrasts,
which generate variants of images with the same seman-
tic information via specific random data augmentations, and
trains the model toward distinguishing images from differ-
ent variants. Data augmentation is crucial in a CL algo-
rithm, which provides diversified variants for the model to
learn the invariant semantic information. The choice of data
augmentation includes random resized cropping, color jit-
ter, Gaussian blurry, flipping, etc, where only random re-
sized cropping (RSC) changes the geometry and the display
scopes of the image, being the data augmentation that alters
the image most severely. With RSC, the model is required
to fetch the same semantic feature with two different scopes
of an image, requiring a special focus on spatial informa-
tion. A natural suspicion therefore arises: Does CL highly
rely on spatial inductive bias? Furthermore, does CL relies
more on this than supervised learning?

This paper focuses on the spatial inductive bias in learn-
ing algorithms including SL and CL. To investigate the in-
ductive bias on spatial information, we use two types of
data corruptions, local and global patch shuffling [15, 23,
33, 20], to respectively destroy the local and global infor-
mation of an image preventing the learning algorithm from
using them. For each corruption setting with a fixed patch
size, we sample one specific corruption, and apply such de-
terministic corruption operation for all images in the dataset
to construct a corrupted dataset. We pre-train a backbone
model on the training split of such dataset with a learning
algorithm, and evaluate the accuracy on the testing split. We
quantify the inductive bias reliance with the performance
drop between the testing accuracy of the original and the
corrupted datasets.

We conduct extensive experimental results on both
CIFAR-10 [22] and large-scale ImageNet [11] datasets, for
SL and commonly-used CL algorithms with both CNN-
based and Transformer-based backbone models. We ob-
tain a consistent backbone-independent conclusion from
our empirical study, that CL does rely more on spatial in-
ductive bias than CL, while higher reliance on global spa-
tial information than local. We also advise that SL does not
have such clear reliance on other inductive biases studied
with other types of corruptions, e.g. gamma distortion, by
showing that no clear difference in performance drops of
CL and SL occurs under different observations. To deeper
analyze the impact of the corruptions, we use the unifor-
mity metric proposed in [30] to quantify the potential of
unsupervised classification ability. We observe that there is
a high uniformity drop in the corrupted dataset with patch
shuffling, higher than the uniformity drop in the dataset un-
der other corruptions, showing that the CL relies most on
spatial inductive bias.

Our contributions are three-folded. (1) We perform ex-
tensive empirical studies on different datasets, for various
learning algorithms with both CNN and Transformer back-
bones, and show that CL has a clearly higher inductive bias
on spatial information than SL. (2) We propose the method
to evaluate the spatial inductive bias for learning algorithms
with patch shuffling data corruptions, and use uniformity as
a metric to further quantify the loss of unsupervised classi-
fication ability for SL methods trained with no spatial infor-
mation. (3) We offer analyses and explanations for such ob-
servations, inspiring academia with a new direction for re-
search on various types of inductive biases. Our work is the
first work to observe, define, and analyze the dependency of
CL on spatial inductive bias, as an intrinsic property of CL,
via a systematic experiment design, showing novel insights
on the mechanism of CL.

2. Related Work
Self-Supervised Learning (SSL) and Contrastive Learn-
ing (CL). Remarkable progress has been made in self-
supervised representation learning from unlabeled datasets
[4, 18, 16, 2, 8]. This paper focuses on a particular kind
of SSL algorithm, contrastive learning, that learns augmen-
tation invariance with a Siamese network. To prevent triv-
ial solution, contrastive learning pushes negative examples
apart (MoCo [18, 7, 9], SimCLR [4, 5]), makes use of stop-
gradient operation or asymmetric predictor without using
negatives (BYOL [16], SimSiam [8], DINO [3]), or lever-
ages redundancy reduction (BarlowTwins [32]) and cluster-
ing (DeepCluster-v2 and SwAV [2]). In addition to aug-
mentation invariance, generative pre-training [26, 1, 17]
and visual-language pre-training [25] are promising ways
to learn transferable representations.
Understanding SSL and CL. There is a growing body of
literature on understanding SSL. [29] decomposes the con-
trastive objective into alignment (between augmentations)
and uniformity (across entire feature space) terms. Unifor-
mity can be thought of as an estimate of the feature entropy,
which we use to study the feature space dynamics during
training. [30] makes the connection between uniformity and
the temperature parameter in contrastive loss, and finds that
a good temperature can balance uniformity and tolerance
of semantically similar examples. [34] discovers that SSL
transferring better than SL can be due to better low- and
mid-level features, and the intra-class invariance objective
in SL weakens transferability by causing more pre-training
and downstream task misalignment. [13] studies the down-
stream task accuracy of a variety of pre-trained models and
finds that SSL outperforms SL on many tasks. [10] inves-
tigates the impact of pre-training data size, domain quality,
and task granularity on downstream performance. [6] iden-
tifies three intriguing properties of CL: a generalized ver-
sion of the loss, learning with the presence of multiple ob-
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jects, and feature suppression induced by competing aug-
mentations. Our work falls into the same line of research
that attempts to understand SSL better. However, we inves-
tigate from the angle of spatial inductive bias exploited by
SL and CL.
Patch Shuffling. Recent work on self-supervised learning
starts analyzing input data with patch shuffling. MAE [17]
drops image patches as masked parts to train an autoencoder
for reconstruction. Following the same approach, [31] in-
troduces more guidance on masking via Grad-CAM [28]
and refills the masked parts with patches at the same posi-
tion from images in the same batch. We can consider such
an approach as batch-level patch shuffling, which improves
out-of-distribution robustness by constructing counterfac-
tual samples. Patching shuffling within a single image is
also adopted as one way to augment negative samples in a
recent study [15]. In an empirical study [33], pixel shuffling
is used to study the generalization of deep supervised learn-
ing. In our study, we apply our designed patch shuffling
to destroy spatial information of the dataset, and create an
ablated version to help understand contrastive feature learn-
ing.

3. Method
3.1. Global/Local Patch Shuffling

We investigate the reliance of learning algorithms on
spatial inductive bias, by evaluating the performance drop
when trained and evaluated on a corrupted dataset with only
spatial structure and information destroyed. To obtain such
a dataset, we introduce random patch shuffling previously
studied in [15, 23, 33, 20]. Consistent with previous work,
with a preset patch size P divisible by W and H , where
W × H is the image size of all images in a dataset, we
uniformly cut the image into (W/P ) × (H/P ) patches of
P × P . We then define global and local shuffling as fol-
lows visualized in Fig. 1. In our experiments, we use
Global/Local N to indicate a global or local patch shuffling
with N ×N patches, where N = W/P = H/P .
• A global patch shuffling operation is defined as a permu-

tation σ of the (W/P ) × (H/P ) patches, representing
the operation to permute patches in the permutation or-
der of σ. It destroys global spatial structures, e.g., each
part’s absolute location w.r.t. the whole image, making
the corrupted image look like a jigsaw puzzle. The image
becomes less structured with smaller patch size.

• A local patch shuffling operation is defined as a permu-
tation σ of (P × P ) pixels in each patch, representing
the operation to permute pixels of each patch in the same
permutation order of σ. It destroys local spatial structures
within each patch, making the corrupted image look like
a blur version of the image. As the opposite, the image
becomes less structured with larger patch size.

3.2. Evaluation Scheme and Metrics

We conduct experiments on various global or local shuf-
fling operations with different patch size settings on vari-
ous datasets. For each corruption setting, we first randomly
sample the permutation σ, then apply the patch shuffling
w.r.t. σ for each image in the dataset, including both train-
ing and testing split. We use such a more deterministic way
to corrupt dataset in a more stable, controllable way, while
obtaining consistent observations as the fully random im-
plementation (i.e., use different random permutations for
different images) in Sec. 4.6.

We pre-train the backbone on the corrupted training set
of images with the learning algorithm we study, then eval-
uate the pre-trained backbone on the corrupted testing set
with linear evaluation, to evaluate the model within the
same domain. In Sec. 4.5, we show that this setting faith-
fully reflects the influence of destroyed spatial structure
without being affected by domain shift.

Our main metric to quantify the reliance on a certain in-
ductive bias is the performance drop rate ∆A, defined on a
pair of a certain corruption c and a learning algorithm (with
a backbone architecture of either CNN-based ResNet [19]
or Transformer-based ViT [12]). Denote the accuracy of the
original dataset and corrupted dataset are A and Ac respec-
tively, we define ∆A as A−Ac

A . We compare the ∆ of SL
and CL under the same corruption, to find out whether SL
relies more on the inductive bias that is unable to be utilized
under the same corruption.

To further analyze the reliance of inductive bias in SL,
we further use the uniformity of feature space studied in
[30] as a metric. Uniformity measures how uniformly dis-
tributed the features learned by a learning algorithm, which
is a potential of how well a linear classifier is able to clas-
sify the images, implicitly maximized in the training of SL.
We also consider the uniformity drop rate ∆U defined as
U−Uc

U , where U and Uc are the uniformity of the original
and c-corrupted dataset respectively, as another clue of how
SL relies on the destroyed inductive bias.

3.3. Experiment Setup

Models and Algorithms. We benchmark a variety of self-
supervised contrastive learning algorithms. These methods
are carefully sampled to be representative. They include
contrastive learning with negatives: SimCLR-v2 [4, 5],
MoCo-v2 [18, 7]; without negatives: SimSiam [8], the
momentum based, BYOL [16]; with redundancy reduc-
tion: BarlowTwins [32]; and with clustering assignments:
DeepCluster-v2 [2], SwAV [2]. We test both CNN (stan-
dard ResNet-18/50 [19]) and Vision Transformer (ViT) [12]
backbones. For transformers, we leverage pre-trained mod-
els on ImageNet [11] from vanilla ViT [12], DINO [3], and
MoCo-v3 [9].
Datasets. We pre-train on CIFAR-10 [22], ImageNet [11]
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and its variants to evaluate the performance drop of CL and
SL and uniformity of SL, under certain data corruptions.
We keep the CIFAR-10 images at original size 32× 32, but
up-sample ImageNet images to 256 × 256 to support more
patch sizes.

For fair comparisons, we use the same data augmenta-
tions across methods and datasets when we need to train
any model.

4. Results and Analysis
4.1. Main results: CL relies more on both global

and local spatial inductive bias than SL

We show the results of CIFAR-10 in Tab. 1 and Ima-
geNet in Tab. 2. The results of both datasets show that SL
algorithms consistently rely more on spatial inductive bias
than CL, regardless of specific SL algorithm or backbone
architecture. There is a clear gap in average performance
drop ∆A of at least 4% between SL and CL in CIFAR-10
experiments, and an even more significant gap of at least
15% in ImageNet Experiments.

Between spatial and global spatial inductive biases, the
SL relies more on global inductive biases than local ones.
As clearly shown in Tab. 2, even with the same size of per-
mutations of 16 (4 × 4 or 256

64 × 256
64 in global and local

shuffling), there was a huge gap of at least 35% between
∆A these two settings. In addition to experiment results,
we also visualize the Grad-CAM activation maps [28] of
pre-trained models. Fig. 2 shows the activation mapping of
both SL and MoCo-v2 pre-trained on both clean and glob-
ally corrupted ImageNet-100. We can visually notice the
larger impact of corrupting such spatial inductive bias on
CL methods, that MoCo-v2 trained with corrupted images
has the most diffused and messy attention maps, while SL
trained with the same setting still obtains similar attention
maps as the model trained with original images. This shows
in the opposite way that a model that learned to exploit spa-
tial inductive bias during pre-training can even deal well
with images with destroyed spatial structure.

Beyond the above main results, we perform thorough
empirical analysis from various perspectives to trace down
the potential causes of our observations. Further experi-
ments are designed and presented to evaluate the impact of
different data information, backbone architectures, domain,
and implementations. We empirically verify that CL relies
more on spatial inductive bias attacked by our designed cor-
ruptions, with good consistency and stability.

4.2. Why not use other corruptions?

Previous work has proposed several other corruptions
from a visual or adversarial perspective, e.g. gamma dis-
tortion, flipping, and JPEG compressing [20]. However,
most of these corruptions modify the image globally while

keeping the spatial structure unchanged. Even if the im-
age’s appearance may change a lot, most of the absolute
or relative spatial relationships between parts in the images
remain unchanged or change in a well-predictable pattern.
We therefore cannot use these corruptions to destroy spatial
information. Also as shown in the next section and last two
columns of Tab. 3, these corruptions do not affect much on
CL.

4.3. What happens in CL when the dataset is cor-
rupted?

Previous work [30] has verified that contrastive learn-
ing objective favors and thus implicitly optimizes towards a
uniformly distributed feature space to preserve information
of the data maximally, and has proposed an approximate of
feature uniformity as log-mean of Gaussian potentials. We
can utilize this quantification as a metric to evaluate the ef-
fectiveness of data corruptions to CL, where a feature space
with high uniformity is easier to be linearly separated well
in downstream tasks, showing a more powerful model, and
potentially leading to better accuracy. As shown in Fig. 3,
with the same backbone and learning algorithm, the model
trained on the original dataset with high uniformity has a
clearer boundary of classes in classification, and therefore
can be classified better.

Rewriting with normalized features, we compute the uni-
formity of a model as

U(ft,D) = − logEx0,x1∼D

[
e−2∥ft(x0)−ft(x1)∥2

2

]
, (1)

where ft is the network at epoch t, D is the dataset, and
x0, x1 are images sampled from the dataset. Therefore, we
expect an effective data corruption to shrink the contrastive
feature space and output a smaller uniformity.

As shown in Tab. 3, there is a huge uniformity drop of
at least 7% for each global or local patch shuffling, showing
that the obtained model is highly degraded without the in-
ductive bias of spatial structures, while global spatial struc-
tures are more important to local ones with a higher unifor-
mity drop. Also as shown in Fig. 3, the models trained on
datasets with destroyed space structures have a much lower
uniformity and a more messy, entangled, and non-separable
feature space and cannot be classified well, where global
patch shuffling has a higher impact than local, while the
model trained on dataset under other corruptions (defocus-
ing blur) has a similar uniformity and a feature space with
clear boundaries between classes.

We also observe that as SL does not implicitly opti-
mizes uniformity, there is no pattern between its unifor-
mity and corruption. Corruptions other than spatial patch
shuffling, including gamma distortion and ‘natural corrup-
tions’ (shot noise, defocusing blur, and JEPG compression)
of ImageNet-C (‘IN-C‘) [20] do not lead to an obvious drop
of the uniformity, showing that these corruptions are not
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Table 1: The experiment results on CIFAR-10 with ResNet18/50 and ViT-Small/Base backbones (‘B.B.’) show that all CL algorithms
consistently rely higher on both local and global spatial inductive bias, regardless of the backbone architecture. Supervised contrastive
learning (SupCon) as the mixture of CL and SL has a halfway performance drop between CL and SL. Each number within the bracket is
the ∆A under the corruption of its column. The darkness of the color represents the severity of each performance drop.

B.B. Alg. Orig. Global 4 Global 8 Local 4 Local 8 Avg. ∆A

ResNet18

Sup 89.53 76.06 (15.0%↓) 65.88 (26.4%↓) 65.94 (26.3%↓) 77.49 (13.4%↓) 20.3%
SupCon 86.09 70.14 (18.5%↓) 60.46 (29.8%↓) 64.19 (25.4%↓) 73.36 (14.8%↓) 22.1%
MoCo-v2 88.73 67.18 (24.3%↓) 60.51 (31.8%↓) 63.35 (28.6%↓) 76.90 (13.3%↓) 24.5%
BYOL 88.39 67.47 (23.7%↓) 60.63 (31.4%↓) 62.64 (29.1%↓) 75.15 (15.0%↓) 24.8%
Barlow 88.89 68.34 (23.1%↓) 61.13 (31.2%↓) 62.53 (29.7%↓) 75.28 (15.3%↓) 24.8%
DINO 84.75 64.26 (24.2%↓) 55.83 (34.1%↓) 58.57 (30.9%↓) 68.96 (18.6%↓) 27.0%

ResNet50
Sup 89.24 74.75 (16.2%↓) 62.85 (29.6%↓) 62.71 (29.7%↓) 75.59 (15.3%↓) 22.7%
MoCo-v2 88.78 67.38 (24.1%↓) 59.19 (33.3%↓) 61.30 (31.0%↓) 75.56 (14.9%↓) 25.8%

Vit-Small
Sup 76.04 63.18 (16.9%↓) 55.72 (26.7%↓) 58.38 (23.2%↓) 67.90 (10.7%↓) 19.4%
MoCo-v3 73.84 55.16 (25.3%↓) 47.62 (35.5%↓) 55.61 (24.7%↓) 64.32 (12.9%↓) 24.6%
DINO 62.68 46.39 (26.0%↓) 41.48 (33.8%↓) 50.13 (20.0%↓) 56.88 (9.3%↓) 22.3%

Vit-Base
Sup 74.35 60.00 (19.3%↓) 54.05 (27.3%↓) 57.27 (23.0%↓) 66.60 (10.4%↓) 20.0%
MoCo-v3 73.18 55.49 (24.2%↓) 47.53 (35.1%↓) 55.56 (24.1%↓) 63.64 (13.0%↓) 24.1%

Table 2: The experiment results on large-scale ImageNet with ResNet50 and ViT-Small/Base backbones show that CL relies higher on
the spatial inductive bias, consistent with the conclusions from CIFAR-10 experiments. With the same size of permutations, global patch
shuffling causes significantly higher performance drops than local patch shuffling.

B.B. Alg. Orig. Global 4 Local 64 Avg. ∆A

ResNet50
Sup 71.79 62.59 (12.8%↓) 66.24 (7.7%↓) 10.3%
MoCo-v2 64.06 35.02 (45.3%↓) 57.63 (10.0%↓) 27.7%
BYOL 64.19 35.00 (45.5%↓) 58.72 (8.5%↓) 27.0%

Vit-Small
Sup 67.43 52.80 (21.7%↓) 62.66 (7.1%↓) 14.4%
MoCo-v3 56.04 26.35 (53.0%↓) 51.54 (8.0%↓) 30.5%

Vit-Base
Sup 68.73 53.77 (21.8%↓) 64.14 (6.7%↓) 14.2%
MoCo-v3 57.79 25.04 (56.7%↓) 48.61 (15.9%↓) 36.3%

Table 3: The results of uniformity of CL with ResNet18 backbone show that destroying spatial inductive bias cause a significant uniformity
drop in the CIFAR-10 dataset, where global has a higher impact than local. On the contrary: (1) There is no obvious pattern in the
uniformity of SL, and (2) other corruptions including gamma distortion (‘γ’) and ImageNet-C [20] natural corruptions (‘IN-C’) do not
cause a clear drop in uniformity.

Method Ori. Global 4 Global 8 Local 4 Local 8 Avg. ∆U γ0.2 Avg. IN-C
Sup 2.11 2.19 (3.8%↑) 2.15 (1.9%↑) 2.28 (8.1%↑) 2.33 (10.4%↑) -6.0% 2.07 (1.9%↓) 2.21 (4.7%↑)

MoCo-v2 2.82 2.41 (14.5%↓) 2.45 (13.1%↓) 2.42 (14.2%↓) 2.62 (7.1%↓) 12.2% 2.66 (5.7%↓) 2.68 (5.0%↓)

critical for CL, consistent with the discussions in the previ-
ous section.

Fig. 4 also provides a temporal glimpse of unifor-
mity through training time. We compare the uniformity
of MoCo-v2 [7], supervised contrastive learning (Sup-
Con) [21], and supervised learning, during pre-training on
CIFAR-10. We are interested in SupCon because it bridges
CL and SL by leveraging a similar contrastive loss. As illus-
trated, the overall feature uniformity of MoCo-v2 is greater
than 2.5 and approaching 3, while the overall uniformity
of SupCon and supervised methods range from 1.25 to 2.2.
Note that the class-wise uniformity of MoCo-v2 is also in-

creasing. This further shows that features from CL methods
are more uniformly distributed.

4.4. Are Transformer’s results reasonable and con-
sistent with CNN’s?

Vision transformer [12] is a highly different backbone
from the CNN’s, which divides images into patches to
sequentialize the image and apply a transformer encoder,
where the patchify operation is the same as what we do for
patch shuffling. A natural question arises: Does the patch
size of the transformer model affects the results obtained by
patch shuffling? Or more specifically, is the results on the
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Original Global4 ShuffledSup, Ori-Trained MoCo, Ori-Trained Sup, Global4-Trained MoCo, Global4-Trained MoCo, Ori-Trained Sup, Global4-Trained MoCo, Global4-TrainedSup, Ori-Trained

Figure 2: For several ImageNet-100 images, we visualize the Grad-CAM activation maps of 4 models: SL (‘Sup’) and MoCo-v2 (‘MoCo’)
with ResNet backbone trained on original images, along with SL and MoCo-v2 trained on images corrupted by global patch shuffling. The
activation maps of MoCo-v2 trained with corrupted images are mostly different from the reference (SL or MoCo-v2 trained with original
ImageNet), and are the most diffused and messy ones.

Figure 3: t-SNE visualizations of features from MoCo-v2 Original (1st), Global 4 (2nd), Local 8 (3rd) and Defocus Blur (4th) pre-trained
on CIFAR-10. We observe that corrupting spatial inductive bias can effectively undermine a well-clustered feature space.

Figure 4: Uniformity of MoCo-v2, supervised contrastive learning, and SL with training epochs on CIFAR-10. Solid black line – uniformity
of the overall feature space. Dashed lines – class-wise feature uniformities of the 10 classes. While the overall uniformity of all methods
grows, the uniformity of each class of Sup or SupCon is shrinking as training progresses. In the end, the overall uniformity of MoCo is the
largest.
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transformer consistent with the results on CNN?
To investigate this issue, we conduct extra experiments

on the vision transformer, under global and local patch shuf-
fling with the same patch size (16) as the transformer. In
Tab. 4, we show that the conclusion is consistent with
the observation from our main results. The transformer-
based backbones did not achieve irregular results dealing
with patch shuffling at the same patch size, since the data
augmentations of both SL and CL are applied after the data
corruption. The random resized cropping operation replaces
the image with a smaller scope, making the patches of cor-
ruption unaligned with the patches used by ViT.

4.5. Does the performance drop result from domain
shift?

We further investigate whether CL’s higher dependency
on spatial inductive bias comes from the domain shift by
data corruptions. To draw more significant and clear con-
clusions, we perform the proposed corruptions on down-
stream tasks, where domain shifts are more explicit. Adopt-
ing CL and SL models well pre-trained on ImageNet,
we conduct linear fine-tuning on corrupted downstream
datasets. Tab. 5 demonstrates that the effect of domain shift
is minimal: during downstream tasks, destroying spatial in-
ductive bias is less effective to CL than SL, which means the
pre-trained contrastive model has sufficiently exploited the
spatial inductive bias to learn strong representations against
our corruptions. Specifically, CL methods have the worst
14.1% with ResNet-18 and 32.8% with ViT-Small, while
SL has 16.3% and 39.3% respectively. Our observations
thus indicate the higher importance of spatial inductive bias
to CL, and the domain shift does not affect our conclusion.

Also, as shown in Fig. 2, both SL and CL trained with
original images still obtain consistent and reasonable atten-
tion maps even when evaluated on the corrupted images
where a domain shift occurs, showing that both of the meth-
ods have already learned to exploit spatial inductive bias
through the pre-training with original images. On the con-
trary, with the corrupted images for pre-training, SL still
achieves similar attention maps as trained with original im-
ages, while CL outputs messy and inconsistent attention
maps even for the original images, showing that CL pre-
trained without spatial inductive bias is unable to under-
stand the content of the image.

4.6. Why use the same corruption for all images?

The patch shuffling we implemented randomly samples
one fixed permutation as the shuffling order of the whole
dataset, so that each image in the dataset is corrupted in the
same way. One may argue that such corruption introduces a
very large bias, and the corruptions should follow the aug-
mentation pipeline to apply independently randomly to each
image, so that different images can be corrupted in a differ-

ent way. This violates the common belief that considers data
source as a black box, and data augmentations can be con-
sidered as the pre-processing step of the proposed method.
We still investigate whether a totally random permutation
for each individual data brings different observations, and
record the results on CIFAR-10 in Tab. 6. We perform ran-
dom permutations on Global 4 and Local 8, and compare
the results with those in Tab. 1. While random permutation
leads to different performance degradation, CL is still more
vulnerable to corrupting spatial inductive bias, which holds
for both CNN and Transformer-based backbones.

4.7. Interactions between corruption and data aug-
mentation in SL and CL

One may also argue that the data augmentations can be
regarded as an extrapolation of the dataset, so corruptions
should be made on top of this extrapolated dataset. We
hold the same reason as the previous section for the pro-
posed corruption-augmentation order, that we consider the
corrupted data as the new black-box source, followed by the
learning algorithm starting with data augmentation. Also,
augment then corrupt (‘aug-corrupt’) makes the images in-
put to the model contain a fixed pattern of the shuffled
patches, that the patches are always aligned for different
images. This gives the learning algorithm the potential to
directly learn the pattern of the corruptions and overfit to
it, and even makes transformer-based backbones invariant
to such corruptions with a patch size aligned with Trans-
former’s, deviating from our goal only to corrupt global or
local spatial inductive bias. We thus choose our design in
this way.

We also conduct experiments on more data augmenta-
tion settings, including this ‘aug-corrupt’ setting as shown
in Tab. 7, for further understanding the effect of data aug-
mentation. By comparing the results of ‘corrupt-aug’ and
‘aug-corrupt’ in both CL and SL, we observe that the re-
sults in ‘aug-corrupt’ setting are consistently and signifi-
cantly better than ‘corrupt-aug’, showing that both SL and
CL learn to model and even inverse the fixed, aligned cor-
ruption, which deviates from our goal to study only the spa-
tial inductive bias. We also observe that SL in ‘no-aug’ set-
ting achieves lower accuracy in original dataset but higher
accuracy in corrupted dataset, which shows that data aug-
mentations (especially random resized cropping) promote
the model to utilize spatial inductive bias in pre-training,
which helps the accuracy in original dataset, but harms in
corrupted dataset. As data augmentation is necessary and
crucial in CL to generate positive examples for contrastive
training, such spatial inductive bias is implicitly highly uti-
lized and relied on.
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Table 4: The experiment results of patch shuffling with the same patch size as ViT (16) shows that the patch size is still consistent with
previous conclusions, that CL relies much more on spatial inductive bias than SL.

Alg. Orig. Global 4 Global 16 Local 16 Local 64 Avg. ∆A

Sup 67.43 52.80 (21.7%↓) 40.00 (40.7%↓) 48.77 (27.7%↓) 62.66 (7.1%↓) 24.3%
MoCo-v3 56.04 26.35 (53.0%↓) 13.20 (76.4%↓) 36.69 (34.5%↓) 51.54 (8.0%↓) 43.0%

Table 5: We adopt pre-trained models on ImageNet and sufficient fine-tune to CIFAR-10 with proposed shuffling. Despite the worse
performance on ViT-Small backbone, well-trained CL methods are less vulnerable to the corruptions of spatial inductive bias during
downstream tasks.

B.B. Alg. Orig. Global 4 Global 8 Local 4 Local 8 Avg. ∆A

ResNet18

Sup 96.7 88.2 (8.8%↓) 77.5 (19.8%↓) 72.0 (25.5%↓) 86.0 (11.0%↓) 16.3%
MoCo-v2 96.8 89.6 (7.5%↓) 81.5 (15.9%↓) 77.4 (20.1%↓) 89.4 (7.7%↓) 12.8%
BYOL 96.5 88.8 (7.9%↓) 80.2 (16.9%↓) 75.2 (22.0%↓) 87.4 (9.4%↓) 14.1%
Barlow 96.8 96.7 (0.1%↓) 94.4 (2.5%↓) 87.9 (9.2%↓) 76.4 (21.0%↓) 8.2%

Vit-Small

Sup 94.2 64.1 (32.0%↓) 52.6 (44.2%↓) 52.5 (44.2%↓) 59.6 (36.7%↓) 39.3%
DeiT (Sup) 95.4 73.2 (23.2%↓) 59.5 (37.6%↓) 53.1 (44.3%↓) 59.7 (37.5%↓) 35.7%
DINO 96.7 78.0 (19.3%↓) 64.6 (33.2%↓) 60.8 (37.1%↓) 68.0 (29.6%↓) 29.8%
MoCo-v3 96.2 75.3 (21.7%↓) 61.1 (36.4%↓) 57.6 (40.1%↓) 64.4 (33.0%↓) 32.8%
MAE 77.1 61.3 (20.5%↓) 55.1 (28.5%↓) 53.3 (30.8%↓) 57.0 (26.0%↓) 26.5%

Table 6: Using different random patch shuffling operations for different images (‘Rand. Glo./Loc.’) has similar behaviors and conclusions
as our current setting to use the same patch shuffling operation.

B.B. Alg. Orig. Global 4 Local 8 Rand. Glo. 4 Rand. Loc. 8

ResNet18
Sup 89.53 76.06 (15.0%↓) 77.49 (13.4%↓) 70.98 (20.7%↓) 76.76 (14.3%↓)

MoCo-v2 88.73 67.18 (24.3%↓) 76.90 (13.3%↓) 66.31 (25.3%↓) 73.68 (17.0%↓)

Vit-Small
Sup 76.04 63.18 (16.9%↓) 67.90 (10.7%↓) 52.36 (31.1%↓) 68.13 (10.4%↓)

MoCo-v3 73.84 55.16 (25.3%↓) 64.32 (12.9%↓) 46.96 (36.4%↓) 63.5 (14.0%↓)

Table 7: Experiments on data augmentation settings show that (1) both SL and CL learn to model and even inverse the corruption in the
‘aug-corrupt’ setting, thus obtaining better results than the ‘corrupt-aug’ setting we used; and (2) in the ‘no-aug’ setting, SL achieves lower
accuracy in original dataset but higher accuracy in corrupted dataset, showing that data augmentation promotes the model to utilizes spatial
inductive bias. The dataset is CIFAR-10.

B.B Alg. Setting Orig. Global 4 Global 8 Local 4 Local 8 Avg ∆A

ResNet18
Sup

corrupt-aug (ours) 89.53 76.06 (15.0%↓) 65.88 (26.4%↓) 65.94 (26.3%↓) 77.49 (13.4%↓) 20.3%
no-aug 87.66 77.37 (11.7%↓) 71.86 (18.0%↓) 73.30 (16.4%↓) 82.34 (6.0%↓) 13.0%
aug-corrupt 92.23 85.92 ( 6.8%↓) 80.58 (12.6%↓) 83.61 ( 9.4%↓) 89.96 (2.5%↓) 7.8%

MoCo-v2
corrupt-aug (ours) 82.55 65.43 (17.1%↓) 59.49 (27.9%↓) 59.62 (27.8%↓) 70.14 (15.0%↓) 22.0%
aug-corrupt 82.55 77.63 ( 6.0%↓) 73.48 (11.0%↓) 78.12 ( 5.4%↓) 81.25 (1.6%↓) 6.0%

ViT-Small
Sup

corrupt-aug (ours) 76.04 63.18 (16.9%↓) 55.72 (26.7%↓) 58.38 (23.2%↓) 67.90 (10.7%↓) 19.4%
no-aug 56.47 54.90 (2.8%↓) 54.16 (4.1%↓) 57.27 (-1.4%↓) 57.23 (-1.3%↓) 1.0%
aug-corrupt 76.04 74.18 (2.4%↓) 68.41 (10.0%↓) 75.43 (0.8%↓) 75.49 (0.7%↓) 3.5%

MoCo-v3
corrupt-aug (ours) 73.84 55.16 (25.3%↓) 47.62 (35.5%↓) 55.61 (24.7%↓) 64.32 (12.9%↓) 24.6%
aug-corrupt 73.84 68.29 (7.5%↓) 64.20 (13.1%↓) 72.60 (1.7%↓) 73.39 (0.6%↓) 5.7%

Table 8: There is a very low difference between the experimental results with and without specific hyperparameter-tuning or further
training, showing that our experiments are not sensitive to hyperparameters.

Model γ0.2 Global 4 Global 8 Local 4 Local 8 Avg. ∆A

Sup (89.53) 87.36 (2.4%↓) 76.06 (15.0%↓) 65.88 (26.4%↓) 65.94 (26.3%↓) 77.49 (13.4%↓) 16.7%
Sup-tuned 87.46 (2.3%↓) 76.90 (14.1%↓) 66.24 (26.0%↓) 66.43 (25.8%↓) 77.93 (13.0%↓) 16.2%

MoCo-v2 (88.73) 85.84 (3.3%↓) 67.18 (24.3%↓) 60.51 (31.8%↓) 63.35 (28.6%↓) 76.90 (13.3%↓) 20.3%
MoCo-v2-tuned 86.17 (2.9%↓) 67.92 (23.5%↓) 62.70 (29.3%↓) 63.81 (28.1%↓) 77.07 (13.1%↓) 19.4%
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Table 9: Fine-tuning segmentation task with pre-trained backbones. We experiment at two scales and observe consistent conclusions with
previous findings.

B.B. Dataset Alg. Orig. Global 4 Global 8 Local 4 Local 8 Avg. ∆A

ResNet18 Oxford-IIIT Pet
Sup 81.90 80.50 (1.7%↓) 78.00 (4.8%↓) 79.47 (3.0%↓) 78.61 (4.0%↓) 3.4%
MoCo-v2 84.72 80.10 (5.5%↓) 79.57 (6.1%↓) 79.43 (6.2%↓) 82.47 (2.7%↓) 5.1%

B.B. Dataset Alg. Orig. Global 4 Local 64 Gam 0.2 Avg. ∆A

ResNet50 PASCAL VOC
Sup 70.6 70.2 (0.6%↓) 68.9 (2.4%↓) 69.5 (1.6%↓) 1.5%
MoCo-v2 71.5 68.0 (4.9%↓) 66.3 (7.3%↓) 66.8 (6.6%↓) 6.3%
BYOL 74.0 65.4 (11.6%↓) 70.7 (4.5%↓) 72.5 (2.0%↓) 6.0%

4.8. Minimal effect of tuning hyperparameters for
each corruption setting

The performance degradation can solidly reflect the im-
pact of corrupting inductive bias. We empirically verify
that while we keep the same hyperparameter settings for all
corruption setting within the same algorithm and backbone,
each corruption setting is sufficiently trained. We conduct a
thorough hyperparameter search for each corruption setting
of SL and MoCo-v2, and record the improved outcomes in
Tab. 8. By comparing the improved average ∆A, we ob-
serve that SL has gained 0.5% improvement while 0.9% for
MoCo, yet the notable gap between CL and SL still remains
(3.2%) and the conclusions still hold.

4.9. Segmentation Task

We choose semantic segmentation as our downstream
task to verify our observations. We fine-tune our pre-
trained backbones on binary dataset Oxford-IIIT Pet [24]
with ResNet-18, and multiclass dataset PASCAL VOC [14]
with ResNet-50. At each scale, we search for a fixed hyper-
parameter setting that sufficiently fine-tunes on the training
set, with IOU as the evaluation metric. We record experi-
ment results in Tab. 9, and we observe consistent conclu-
sions: CL relies more on spatial inductive bias, where a
corrupted pre-training leads to inferior downstream perfor-
mance with larger ∆ than SL. This validates our findings
beyond classification tasks.

5. Conclusion
This paper is an empirical study of contrastive learning’s

reliance on spatial inductive bias. From the results of ex-
periments designed with random patch shuffling-corrupted
datasets, we discover a consistent conclusion that CL relies
much more on global or local spatial inductive bias than
SL, where global spatial inductive bias is more crucial than
local, regardless of the specific learning algorithm or back-
bones, while no high reliance on other inductive biases is
shown. Our further analysis of feature space uniformity
shows that spatial inductive bias is crucial for CL to learn
a more powerful model, while our visualization of attention
maps shows in the opposite way that a model that learned
to exploit spatial inductive bias can still well understand im-
ages with destroyed spatial structure. Our results reveal an
uninvestigated aspect of CL, the spatial inductive bias, and

inspire more research into understanding the behavior and
the learning mechanism of CL. We hope this paper could
inspire future research on understanding CL and new CL
methods with less dependency on spatial inductive bias.
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