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Abstract

Neural networks trained on distilled data often produce
over-confident output and require correction by calibration
methods. Existing calibration methods such as temperature
scaling and mixup work well for networks trained on orig-
inal large-scale data. However, we find that these meth-
ods fail to calibrate networks trained on data distilled from
large source datasets. In this paper, we show that distilled
data lead to networks that are not calibratable due to (i) a
more concentrated distribution of the maximum logits and
(ii) the loss of information that is semantically meaningful
but unrelated to classification tasks. To address this prob-
lem, we propose1 Masked Temperature Scaling (MTS) and
Masked Distillation Training (MDT) which mitigate the lim-
itations of distilled data and achieve better calibration re-
sults while maintaining the efficiency of dataset distillation.

1. Introduction
Dataset distillation (DD) has recently gained growing at-

tention because of its ability to reduce the need for large
amounts of data during deep neural network (DNN) train-
ing, thereby reducing training time and storage burden [40].
Despite the efficiency of training, studies have pointed out
that DD still has multiple limitations. On the one hand, the
distillation process is found to be time-consuming, compu-
tationally expensive, and storage intensive [40, 53, 52, 7,
27, 28, 14, 49]. On the other hand, DNNs trained on DD
data are said to be poorly generalizable to different models

1Code available at https://github.com/DongyaoZhu/calibrate-networks-
trained-on-distilled-datasets
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Figure 1. ECE (red area, smaller is better) of different calibrations
on an over-confident ConvNet trained on MTT [3] distilled CI-
FAR10 and CIFAR100. Our proposed techniques achieve the best
calibration results compared to the over-calibration of other meth-
ods. Focal: Focal loss. LS: Label Smoothing.

or downstream tasks [40, 53, 52]. Efforts have been con-
ducted to address these issues [3, 50, 24]. However, the
calibration of DD has been overlooked, which is important
for deploying DD safely in real-world applications.

An increasing number of studies are investigating cal-
ibration as an important property of DNNs, which means
that a DNN should know when it is likely to be wrong [10,
26, 1]. In other words, the confidence (probability related
to the predicted category label) of a model should reflect
its ground truth correctness likelihood (accuracy). Previous
work has found that DNNs are often too confident to real-
ize when they are making mistakes [10, 30], which leads to
safety issues, especially in safety-critical tasks, e.g., auto-
mated healthcare and self-driving cars [6, 32].

We for the first time identify and study the calibration
problem of DNNs trained on distilled data (DDNNs).

Problem 1. We find that DDNNs still suffer from over-
confidence problem.

We evaluate the calibration quality of DDNNs by Ex-

This ICCV paper is the Open Access version, provided by the Computer Vision Foundation.
Except for this watermark, it is identical to the accepted version;

the final published version of the proceedings is available on IEEE Xplore.
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pected Calibration Error (ECE) [10], which is a common
metric to quantitatively measure the difference between
confidence and accuracy. Specifically, to calculate the ECE,
we categorize the output probability and accuracy into dif-
ferent levels and calculate the average absolute difference.
The lower the ECE, the better the calibration. As shown in
Figure 1, the ECE (red area) of DDNNs is quite visible in
the figures of the first column, which means that the prob-
ability of DDNNs’ output is usually higher than the actual
accuracy of its prediction. Thus, it is desirable to calibrate
DDNNs for reliable prediction and decision-making.

Problem 2. We find that DDNNs are not calibratable
when using existing calibration methods.

There are calibration methods designed to align the con-
fidence and accuracy of DNNs trained on full datasets
(FDNNs). They either modify loss term during network
training [21], use soft labels [47, 36], or scale down the
logits after training [10]. However, when training on dis-
tilled data, we find that most of the existing methods tend
to over-calibrate DDNNs. As shown in Figure 1, a DDNN
trained on distilled CIFAR10 (the first column) has an ini-
tial ECE of 6.17% (red area). After calibrating with fo-
cal loss (the second column), mixup (the third column), or
label smoothing (the fourth column), the DDNN becomes
under-confident with increased ECE of 7.79%, 14.09%, and
26.18% respectively, as shown by the inverted and enlarged
red bars. This over-calibration problem also occurs for var-
ious distillation methods on common datasets (Table 1).

In order to address the issues mentioned above, we raise
the following questions:

Question 1. Why are DDNNs not calibratable when us-
ing existing calibration methods?

We first dive deep into the differences between the source
full data and the distilled data. We find that the distilled
data tend to retain information relevant to the classifica-
tion task while discarding other distributional information
in the full data, which may result in limiting DDNNs to
pursuing higher accuracy in the classification task while
losing more abilities in latent representation learning of
FDNNs [37, 29]. By decomposing distilled and full data
into smaller components and studying their corresponding
significance to model training accuracy, we show that dis-
tilled data contains very condensed information, implying
a loss of information and leading to harder during-training
calibration. Then, we also investigate the differences be-
tween DDNNs and FDNNs. We observe that DDNNs have
a more concentrated distribution of logit values, leading
to less room for after-training calibration methods such as
temperature scaling.

Question 2. How to calibrate DDNNs efficiently?
To enable DDNNs to be calibratable, we propose (i)

Mask Temperature Scaling and (ii) Masked Distillation
Training that can be applied both during and after the

training of DDNNs. We design a binary masking method
for synthetic input when training for distillation objection,
which effectively forces the distillation model to extract
richer information from the source dataset into distilled
datasets, leading to better encoding abilities and thus bet-
ter calibration of DDNNs. We also show that our proposed
masked temperature scaling better improves after-training
calibration results on DDNNs by introducing more dynam-
ics to network outputs. Our proposed techniques thus allow
for more powerful and more calibratable DDNNs. We sum-
marize contributions as follows:

• We for the first time study the calibration of DDNNs
and find that DDNNs are not calibratable.

• We find that DD discards semantically meaningful in-
formation and that DDNNs produce a concentrated
logit distribution, which explains the difficulty of cali-
brating DDNNs.

• We propose two masking techniques that can improve
the calibration of DDNNs better than existing cali-
bration methods, i.e., masked distillation training and
masked temperature scaling. In addition, our proposed
techniques can be readily deployed in existing dataset
distillation methods with minimal extra cost.

• We perform extensive experiments on multiple bench-
mark datasets, model architectures, and data distilla-
tion methods. Our techniques reduce ECE values by
up to 91.05% with comparable accuracy.

2. Related Work
Dataset Distillation. First introduced by [40], dataset
distillation is the task of synthesizing a smaller dataset
from a large-scale dataset such as CIFAR100 [17], so that
the network trained on the distilled data has a performance
comparable to that of the network trained on the source
large-scale data. Recent work has significantly improved
the performance of networks trained on distilled data
and reduced the computational and time overhead of the
distillation process while compressing the dataset size
to one image per class [3, 7, 24, 27, 28, 53, 52, 39, 48].
Dataset distillation problem is treated as a gradient-based
hyperparameter optimization [40]. DC performs distillation
by matching the gradients generated from distilled data and
full data [53]. DSA further improves the results by differen-
tiable Siamese augmentations [52]. Other SOTA methods
include matching trajectories of each parameter between
the training on distilled data and full data [3], optimizing
soft labels [35], minimizing reconstruction errors [45], and
using neural networks to regress features from synthetic
samples to real ones [54]. The current focus of DD is on
computational expense and training performance, and to
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(b) Prob. of DDNN (top) vs. Ours
(bottom) on ID / OOD samples.

Figure 2. Left: The more calibratable FDNN outputs more evenly
distributed logits, while the less calibratable DDNN outputs a
more concentrated logit distribution. Top-Right: The less cali-
bratable DDNN struggles to distinguish between an in-distribution
(ID) and an out-of-distribution (OOD) sample using its max logits.

the best of our knowledge, the difficulties in calibrating
over-confident DDNNs remain untouched.

Neural Network Calibration. The importance of neural
network calibration has been emphasized and received in-
creasing attention [10], with the aim of matching the output
probability of a neural network (also known as the network
output confidence) with the actual accuracy. [10] also in-
troduces the concept of Expected Calibration Error (ECE),
which has now become a standard metric for quantitatively
measuring calibration quality. A higher ECE implies a
poorer calibration of the neural network, while a 0 implies
a perfect calibration. Recent calibration methods that have
been proposed for networks trained on large-scale datasets
include Label Smoothing (LS) [46], which smooths a one-
hot class label with uniform noise during training, forcing
the model to learn loose predictions. Mixup is similar to
label smoothing, where different data-label pairs are mixed
to form new data points [36, 47]. Focal loss (FL), origi-
nally designed to address the class imbalance, modifies the
traditional cross-entropy loss in classification problems by
adding a moderation term, thus allowing the model to fo-
cus more on difficult examples that are easily misclassified
but difficult to learn [21, 25]. Temperature scaling (TS) is
an after-training calibration method applied to fully trained
and fixed-weight networks [10]. As an extension of Platt
scaling [31], the temperature scaling method scales the out-
put, denoted by z, of the last layer of the network with a
scaler T before converting it into a probability:

q̂i = max
k

σsoftmax (zi/T )
(k)
zi ∈ RD. (1)

Other work has discussed the necessity [42] and hardness
of network calibration [5, 9, 51], as well as the degradation
of calibration with distribution shift or model size [16, 20].
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dropping singular values (MTT).

Figure 3. Effects on model accuracy of discarding major singular
values during SVD reconstruction of distilled and full CIFAR10.
DDNNs suffer from more accuracy drop as we discard more sin-
gular values during reconstruction, indicating that distilled data
contains more condensed information that can be easily grouped
by a simple SVD decomposition. Right: IPC = 10.

3. Limitation Analysis of DDNNs’ Calibration
We focus on the difficulties of calibrating over-confident

DDNNs. As shown in the first column of Figure 1 and the
raw ECE reported in Table 1, DDNNs show the common
over-confidence problem of neural networks, giving higher
probabilities than actual accuracy; however, when applied
with existing calibration methods, DDNNs are often over-
calibrated and become under-confident. In this section, we
analyze the reasons that may account for the DDNNs that
are not calibratable from 2 aspects: (i) the after-training
prediction behaviors and (ii) the during-training network ca-
pacity in terms of feature encoding ability. We also discuss
the decomposed significance of full data and distilled data
on the training accuracy of the network.

3.1. DDNNs are Less Calibratable

We find that the logit distribution of the DDNNs’ out-
put is more concentrated, making it difficult to calibrate.
In general, a neural network can be considered as a map-
ping function from the source data domain to the target label
distribution, and in the classification task, we use the soft-
max function to convert logits into label probabilities. The
higher the maximum logit value compared to other values,
the higher the argmax probability will be and thus the more
likely such prediction is over-confident. Therefore we study
the distribution of maximum logit values for fully trained
DDNNs and FDNNs. As shown in Figure 2(a), the more
calibratable FDNNs (blue) output a more dispersed logit
distribution, while the less calibratable DDNNs (red) out-
put a concentrated logit distribution with a larger mean.

This mismatched behavior causes problems for after-
training calibration methods such as TS and Mixup that op-
erate on scaling output logits, because DDNNs with tight
distributions of max logits struggle to distinguish between
hard (e.g., out-of-distribution, OOD) and easy (e.g., in-
distribution, ID) samples (top of Figure 2(b)) using the cor-
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responding max logits [41]. Similar theoretical assump-
tions appear in recent work [38], where they show that the
small range of logits due to regularization during training,
and a large mean of logits due to the network trying to fit
on hard examples may lose information about the differ-
ent hardness of data points, causing the networks of after-
training calibration methods to fail to calibrate.

Therefore, we infer that DDNNs are less calibratable us-
ing distilled data due to their more concentrated output dis-
tribution and larger mean values. Thus, in order to make
DDNNs more calibratable in after-training calibration with-
out modifying network weights, we aim to utilize data that
force DDNNs to produce more diverse and smaller outputs.

3.2. DD Contains Limited Semantic Information

By reconstructing distilled and full data with SVD, we
find that distilled data contains only condensed information
about the classification task, resulting in the limited abil-
ity of DDNNs in latent representation learning. Intuitively,
distilled images should be more informative, or more repre-
sentative than source full images, in order to keep the num-
ber of images small. But do distilled images discard too
much source information that is not so much useful for the
classification tasks they are optimized for? We hypothesize
that distilled data is ”simpler” than source full data, such
that dropping the same amount of information from distilled
datasets should hurt the training performance worse than it
does on full data. We start by breaking down full datasets
into smaller components of different significance. Singular
value decomposition (SVD) [15] is a powerful algorithm in
linear algebra for matrix approximation:

U,Σ, V = SVD(X), (2)

where higher singular values in Σ correspond to more sig-
nificant components of X . Source data can then be approx-
imately reconstructed by

X ′ ≈ U · Σ′ · V T (3)

SVD has been widely used in DNN research for model re-
construction [43, 44], knowledge distillation [19], and an-
alyzing data [11]. For our purposes of analyzing data in-
formation diversity and significance of data components,
we gradually throw away the highest singular values dur-
ing SVD reconstruction and check for accuracy drop when
trained on the approximately reconstructed data.

Our assumption is that distilled data contains dense in-
formation that can be easily grouped, such that SVD decom-
poses distilled data into several important components and
other very small components, compared to full data com-
ponents whose importance can be more evenly distributed,
such that dropping the same number of important compo-
nents from distilled data would lose more accuracy than in

FD
NN

conv0 conv1 conv2 linear

DD
NN

Figure 4. T-SNE projections of feature vectors from each layer of
a 4-block ConvNet trained with Mixup on distilled and full data.
FDNNs better encode source information as visualized by the rich
features not separated until the last layer. DDNN poorly encodes
source information, as shown by the feature projections already
separated in layer conv2.

full data. We drop from 0% to 20% of the highest singu-
lar values from full CIFAR10 and CIFAR10 distilled by [3]
with IPC = 10, 30 and 50, then train a ConvNet for 300
epochs on the resulting data. As shown in Figure 3, DDNNs
suffer much more severely from the loss of principle com-
ponents than FDNNs.

We thus conclude that the distilled data discards too
much other semantically meaningful information from the
original full data due to over-optimization of the classifi-
cation task, resulting in condensed information that can be
easily decomposed by SVD.

3.3. Limited Semantic Information Weakens En-
coding Capacity

We further infer that DDNNs may be less capable of
tasks other than classification due to the likely loss of non-
classification information. Usually, outputs of intermedi-
ate layers of DNNs could be used as feature vectors for
other interesting non-classification tasks such as style trans-
fer [8, 13] due to their unique encodings of source informa-
tion. To see this, we visualize outputs of layers at different
depths in the ConvNet using t-SNE that projects feature vec-
tors down to 2 dimensions. We can see that in Figure 4, fea-
tures from FDNNs cluster slowly, and become visually sep-
arable only in the last layer, thus retaining most of the origi-
nal information in its latent vectors; features from DDNNS,
however, form visible cluster already in layer conv2, mak-
ing more compact final clusters that are more valuable for
classifications than other tasks such as feature extraction.
Moreover, clusters of DDNNs from each class are closer to
each other than those from FDNNs. Clearly, outputs of mid-
dle layers from DDNNs are already alike label distributions,
discarding too much non-classification information. Simi-
lar observations on other distillation backbones are reported
in [39], in which they also account for long-tailed gradients
as possible reasons.
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Table 1. ECE (%) of different calibration methods on DDNNs with different DD backbones. Our proposed method yields the best or
comparable ECE results in all distillation settings, reducing ECE of DSA by 91.05%. More importantly, our method does not over-
calibrate DDNNs as other calibration methods do, as shown in the last row. Although MX and LS outperform our method in distillation
backbones of inferior accuracy (RTP, DC), we surpass them by fine-tuning a more aggressive masking ratio, as described in Section 6.

DD Backbone Raw TS MX LS FL Ours

MTT

CIFAR10 4.93 ± 0.2 7.45 ± 2.1 21.06 ± 0.8 25.01 ± 0.2 6.62 ± 0.2 1.20 ± 0.3
CIFAR100 5.95 ± 0.4 7.76 ± 0.4 14.19 ± 0.4 26.36 ± 0.4 8.30 ± 0.5 2.18 ± 0.2
Tiny ImageNet 15.78 ± 0.3 2.44 ± 0.3 2.42 ± 0.3 12.14 ± 0.3 3.61 ± 0.3 2.26 ± 0.3
ImageNette 8.68 ± 1.9 4.85 ± 0.6 5.19 ± 0.6 23.45 ± 1.4 6.87 ± 1.3 4.78 ± 0.5

RTP CIFAR10 2.96 ± 0.5 3.28 ± 0.7 13.35 ± 1.5 9.58 ± 0.5 8.35 ± 1.4 2.22 ± 0.5
CIFAR100 29.71 ± 0.6 23.72 ± 0.6 3.55 ± 0.6 7.94 ± 0.2 18.51 ± 0.5 10.14 ± 0.4

DC CIFAR10 23.60 ± 0.7 5.00 ± 0.7 1.83 ± 0.3 1.28 ± 0.1 13.31 ± 0.9 10.39 ± 0.8
DSA CIFAR10 19.91 ± 0.3 1.95 ± 0.4 6.44 ± 0.8 2.32 ± 0.5 7.95 ± 0.7 1.70 ± 0.4

# over-calibration - 3 3 4 3 0

Therefore, DDNNs do not exhibit good encoding capa-
bility due to being trained on distilled data optimized specif-
ically for the classification task and may be susceptible to
being over-calibrated by calibration methods. We provide
more details in the supplementary material.

4. Our Proposed Techniques
We respond to the analyses in Sections 3.1-3.3 so that

our method can be applied during and after training, provid-
ing calibration options at different times and computational
budget levels.

4.1. Masked Temperature Scaling

As discussed in Section 3.1, compared to FDNNs,
DDNNs produce a more concentrated distribution of logit
values with larger values, and these large and condensed
logit values lead to networks that are not calibratable. Since
after-training calibration methods such as temperature scal-
ing [10] make use of these large and concentrated logit val-
ues from a forward pass of validation data, we seek to over-
come this source of difficulty in calibration by perturbing
the validation data such that the model could output more
various and smaller logit values. Inspired by dropout [34],
we apply a simple zero-masking on the validation data of
temperature scaling. Our proposed method, which we re-
fer to as Masked Temperature Scaling (MTS), thus modifies
Eq (1) as follows:

q̂i = max
k

σsoftmax (zi ∗mask/T )(k) , (4)

where q, z, mask ∈ RD and the number of zeros in the mask
is controlled by a hyperparameter masking ratio r. Note that
masking is only applied when updating T , such that MTS
does not change model accuracy. We use a sampled por-
tion of the training data we have to update the temperature
parameter T , instead of using separate validation data as in
traditional temperature scaling.

Algorithm 1: Masked Distillation Training
Input: Source training data T , number of
classes Nc, deep neural network ψθ parameterized
with θ, criterion C, loss function l, total number of
training steps T , masking ratio r
Output: Distilled dataset S

1 for t← 0 to T do
2 custom pre-processing
3 for c← 0 to Nc do
4 Sample Tc ∼ T , Sc ∼ S
5 Update synthetic data Sc:
6 Sc ← Sc − λ∇Sc

C (Sc,Mask (Tc, r) , l, θ)

7 end
8 custom post-processing
9 Update θ of network ψθ using T ∼ T

10 end

This is particularly necessary in the dataset refinement
setting, as we may simply not have any extra data, for ex-
ample, when each class of images is set to 1 (see Section 6
for more details).

4.2. Masked Distillation Training

In response to the analyses in Sections 3.1-3.3, we avoid
over-concentration of distillation data on easily identifiable
information in the source complete data by perturbing the
binary mask during distillation, so that the distillation data
also contain more semantically complete information.

A typical DD training paradigm tries to minimize the
differences of certain characteristics, as measured by some
criterion C, between data batch B′ from synthetic data
and data batch B from source full data. The loss func-
tion l (θ;X) used in C is usually the cross entropy loss for
training θ on x in classification tasks. We thus put the bi-
nary mask on synthetic data before feeding it into C. We
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Figure 5. Model trained on MDT (Ours) distilled data suffers from
less accuracy drop than the model (DDNN) trained on MTT dis-
tilled data when dropping major singular values during SVD re-
construction of DD, showing that ours alleviates the issue of con-
densed information of distilled data.
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Figure 6. T-SNE projections of feature vectors from each layer
of a 4-block ConvNet trained on original distilled data and Ours.
The model trained on Ours better encodes source information than
the original DDNN, as visualized by the features that are hardly
separated in layer conv2.

give the details of our method, Masked Distillation Training
(MDT), in Algorithm 1. MDT is applicable to various distil-
lation backbones. For instance, in Efficient Dataset Distilla-
tion [50], they set the criterion C as the differences between
gradients back-propagated from l given source data B and
distilled data B′:

C (B,B′; l, θ) = ∥∇θℓ(θ;B)−∇θℓ (θ;B
′) ∥ (5)

When applied with MDT, this now becomes:

C (B,B′; l, θ) = ∥∇θℓ(θ;B)−∇θℓ (θ;Mask (B′, r)) ∥
(6)

In another distillation backbone MTT [3], the criterionC
measures parameter trajectory differences between DDNNs
and FDNNs:

θ̂t+N ← θ̂t+N−1 − λ∇l (B′, θt+N−1)

C
(
B′, θ̂; l, θ

)
=

∥∥∥θ̂t+N − θ∗t+M

∥∥∥2
2
/
∥∥θ∗t − θ∗t+M

∥∥2
2

(7)

and when applied with MDT, this becomes:

θ̂t+N ← θ̂t+N−1 − λ∇l (Mask (B′, r) , θt+N−1) . (8)

We find that a masking ratio of 10% works well for our pur-
poses while losing minimal test accuracy, and we provide
more details in Sections 5.3 and 5.5.
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Figure 7. Histogram of maximum logits of DDNNs (Ours) on CI-
FAR10 and CIFAR100. As we increase the ratio of masking in
our method, DDNNs produce logits that cover more values, thus
becoming more calibratable by after-training calibration methods.

4.3. Connection to Dropouts

Dropout [34] is a common practice to prevent overfitting
of neural networks. Two popular types are unit dropout (U-
DP) and weight dropout (W-DP), which randomly discard
units (neurons) and individual weights at each training step,
respectively. The formulas are shown in Eq (9).

U-DP: Y = (X ⊙M)W ; W-DP: Y = X(W ⊙M), (9)

where M denotes dropout mask and W refers to weights.
Our proposed Masked Distillation Training can be

viewed as a new version of dropout on the input, i.e.,
X = Sc ⊙M . There are practices using dropout on inputs
as data augmentation [2]. In contrast to existing efforts, we
apply masking in distillation backbones on synthetic data
during their forward passes. Masking some of the synthetic
data makes it harder to collect easily reachable information
from the source dataset, and thus forces the distillation to
focus on other structurally and semantically meaningful in-
formation that has not received sufficient attention in previ-
ous data distillation.

5. Experiments
5.1. Experiment Setup

We thoroughly evaluate our proposed MTS and MDT on
different dataset distillation setups and compare them with
existing calibration methods. Dataset Distillation Back-
bones: We follow the exact settings in MTT [3], RTP [7],
DC [53] and DSA [52]. Our experiments are based on 4
benchmark datasets: CIFAR10 & CIFAR100 [17], Tiny Im-
ageNet [18], and ImageNette (a subset of ImageNet) [12].
We mainly set image-per-class to larger values, e.g. 50 in
MTT, and results on different IPCs are provided in sup-
plement materials. Calibration Methods: We compare
our method with existing calibration methods including
Temperature Scaling (TS) [10], mixup (MX) [47], Label
Smoothing (LS) [46], and Focal Loss (FL) [21]. Imple-
mentations: For TS, we use an initial temperature of 1.5
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Table 2. ECE (%) of different calibration methods on distilled
datasets trained with our methods. Tiny: Tiny ImageNet. Nette:
Nette subset of ImageNet. Our results are in shadow .

Dataset Best of Others MDT MTS MDT + MTS

CIFAR10 3.64 ± 0.2 (TS) 3.66 ± 0.3 1.20 ± 0.3 2.50 ± 0.5

CIFAR100 5.95 ± 0.4 (Raw) 4.65 ± 0.3 2.18 ± 0.2 2.00 ± 0.5
Tiny 2.42 ± 0.3 (MX) 7.44 ± 1.4 2.26 ± 0.3 5.91 ± 1.4

Nette 4.85 ± 0.6 (TS) 7.32 ± 1.7 4.78 ± 0.5 5.14 ± 1.2

Table 3. ECE (%) of MDT with dynamically sampled r and MTS
on CIFAR10, MTT with different IPCs.

IPC MDTds MTS MDTds + MTS
10 1.79 ± 0.9 1.36 ± 0.4 1.13 ± 0.2
50 5.10 ± 0.4 1.20 ± 0.3 1.26 ± 0.2

and LBFGS [22] optimizer with a learning rate of 0.02. For
MX, we use a β distribution with α = 1.0 for the mixup
ratio. For LS, we set ϵ = 0.1. For FL, we set γ = 1., which
calibrates better on DDNNs than the best value 2 reported in
the paper. For our proposed MTS, on distillation backbone
MTT, we use a fixed masking ratio of 0.3, 0.3, 0.5, and 0.1
for each of the 4 datasets respectively. On backbones RTP,
DSA, and DC, due to their inferior performance in accuracy,
we use a more aggressive masking ratio of 0.8.

Since the number of examples of distillation data is usu-
ally limited, we draw 10% of all distillation data as the val-
idation set for the after-training method, as in other exist-
ing work. The experiments are repeated five times, and the
mean and standard deviation are reported. More experimen-
tal setups are available in supplementary materials.

5.2. Empirical Analysis of MTS

We show in Figure 1 that our proposed method is able
to reduce the ECE (red bars) to almost zero for each confi-
dence bin when using MTT as the distillation backbone on
CIFAR10 and CIFAR100. Although traditional calibration
methods such as mixup can perform well, they could also
over-calibrate and result in under-confident networks. We
visualize the under-confidence in Figure 1, in which the red
bars are enlarged and switched from left to right in each bin.
Additional calibration results are reported in Table 1, and
our proposed MTS gives the best numerical ECE results in
almost all settings. In real-world settings where no mistakes
are allowed, traditional methods are regarded as unsafe due
to their potential over-calibration.

As a contrast, we propose masked temperature scaling,
which not only has better performance but does not show
any lack of confidence in the results at all and is therefore
considered a safer choice.

5.3. Empirical Analysis of MDT

We show that MDT improves the calibration results. As
reported in Tables 2-3, applying MDT alone or combining
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Figure 8. Effects on ECE (%) of different masking ratios r in our
method. For DD methods with better performance reported (MTT,
RTP on CIFAR10), our method is robust to r and saves efforts
in fine-tuning. For DD methods with inferior performance (DC,
DSA, RTP on CIFAR100), a more aggressive masking ratio (r >
0.7) could still calibrate reasonably well.

it with MTS yields comparable or better calibration perfor-
mance. WE note that naively combining MDT + MTS may
increase ECE due to DDNNs overfitting to the fixed mask-
ing ratio in MDT, then being over-calibrated by MTS. Thus
we further improve (Table 3) MDT + MTS by dynamically
sampling the r in MDT from 0 to 0.1 (denoted MDTds) so
the resulting DDNNs are more calibratable. We fix r in
MTS due to the limited amount of validation data in DD.
This indicates that our proposed MDT produces more ro-
bust and calibratable DDNNs than the original backbone
when sufficient computational resources are available to
train the distillation process from the beginning. We use
MTT as the distillation backbone.

We find that MDT gives comparable model accuracy al-
beit altering the distillation process. With a 10% zero mask-
ing during the distillation process, MDT only leads to a loss
of as large as 1.26% in DDNNs’ accuracy on CIFAR100
and as low as 0.14% on Tiny ImageNet. As reported in Ta-
ble 4, this is even better than traditional during-training cal-
ibration methods such as mixup, label smoothing, and focal
loss that lead to different model results.

This suggests that MDT yields better calibration poten-
tial at a negligible performance cost, which is desirable in
an environment where security is a major concern [6, 32].

5.4. Enabling Calibratable DDNNs

In response to the discussion of the after-training behav-
ior of DDNNs in Section 3.1, we examined improvements
in DDNN calibrability. On the validation data for Temper-
ature Scaling, we apply zero-masking with ratio r = 10%,
20%, and 30% to see its effects on resulting logit distribu-
tions of DDNNs. We show in the bottom-right of Figure
2(b) that our MDT produces lower probabilities on OOD
samples, leading to more distinguishable logits and more
calibratable DDNNs than before. We also show in Figure 7
that DDNNs given these mask-perturbed data will produce

4941



Table 4. Accuracy (%) of different during-training calibration methods on MTT distilled datasets. While all during-training calibration
methods lead to a loss in accuracy, ours loses only as small as 0.14% at a masking ratio of 10%. Our results are in shadow .

Dataset Raw MX LS FL Ours
CIFAR10 70.48 ± 0.2 65.50 ± 0.5 67.42 ± 0.5 68.79 ± 0.5 69.98 ± 0.4
CIFAR100 47.47 ± 0.2 39.65 ± 0.3 47.02 ± 0.2 46.79 ± 0.4 46.21 ± 0.4
Tiny ImageNet 27.76 ± 0.2 21.48 ± 0.4 25.76 ± 0.3 27.42 ± 0.3 27.62 ± 0.4
ImageNette 63.04 ± 1.3 55.60 ± 1.0 63.40 ± 0.9 61.32 ± 0.9 62.80 ± 1.2

similarly diverse logits as if they are processing normal full
data, allowing masked temperature scaling to better cali-
brate DDNNs with similar good performance on FDNNs.

5.5. Enhancing Semantic Information of DDNNs

We investigate whether the semantic information of DD
is enhanced according to the discussion in Section 3.2. As
shown in Figure 5, when trained with MDT, our DDNNs
start with a little lower accuracy than the normal MTT
model. However, as we gradually drop more singular val-
ues following Eqs (2)-(3), the accuracy of the MDT model
drops slower and even stays higher than the accuracy of
the MTT models. This indicates that MDT distillation ef-
fectively retains more semantically meaningful information
than normal distillation does, making MDT distilled data
more difficult to be decomposed by SVD.

5.6. Improving Encoding Capacity of DDNNs

We study the improvement in the feature encoding ca-
pability of the DDNNs, responding to the discussion of
DDNN behavior during training in Section 3.3. We ex-
periment on the distillation backbone MTT, in which they
collect network parameter trajectories from training on syn-
thetic data in each iteration. We apply masked distillation
training with masking ratio = 10% on the synthetic data be-
fore the forward pass in each iteration.

We show in Figure 6 that the hidden layers in the MDT
model form larger clusters than the original MTT model,
and that the clusters in each category are more intertwined
with each other, retaining more information from the com-
plete dataset and forming better feature vectors as desired.

6. Ablation Studies
Analysis of Mask Ratio r in MTS. We analyze the effects
of mask ratio r on the calibration results of MTS. We set r
from 0.1 to 0.9, increasing by 0.1. As shown in Figure 8, on
CIFAR10 and CIFAR100, MTS works well for most of the
possible r ranging from 0.1 to 0.5, indicating that MTS can
be tuned with minimal effort. On variants of the ImageNet
dataset, however, we find that 0.3 works best for Tiny Ima-
geNet, and 0.5 for ImageNet Subset. This is probably due to
the large number of classes in these more complex datasets,
as well as the relatively low accuracy of their corresponding
distilled datasets.
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Figure 9. Effects on ECE (%) of different sizes of the validation
data (N , as in % of total training data) in our method. On dif-
ferent distillation backbones, a small N gives identical calibration
performance to a larger N , indicating that our method is also ap-
plicable in scenarios with extremely scarce validation data.

Table 5. ECE (%) of different calibration methods with IPC=1.
Under this extreme compression rate, our method still outperforms
other calibration methods. Our results are in shadow .

Dataset Raw MX LS FL Ours

CIFAR10 10.15 ± 1.2 8.40 ± 1.1 12.79 ± 0.6 2.05 ± 0.9 1.81 ± 0.7
CIFAR100 2.46 ± 0.6 4.45 ± 0.5 8.89 ± 0.6 3.24 ± 0.9 2.19 ± 0.5

Analysis of Validation Set Size for MTS. We study the im-
pact of how much data is drawn from all the distilled data
as validation data for MTS. We denote N as the propor-
tion we sample, and we set N from 10% to 50%, increased
by 10%. We can see in Figure 9 that the number of sam-
ples has little effect on calibration results. We hypothesize
that this is due to we only update the temperature parameter
T for only one step, thus not being affected by the num-
ber of examples in this step. This also indicates that MTS
can be applied when we have only a small amount of data
available, such as distillation with IPC=1 or medical image
analysis scenarios [23, 4, 33].

Calibration in Lower Accuracy Settings. Our method
outperforms other calibration methods at DD settings with
extreme compression ratio, i.e. only 1 synthetic image for
each label. This means traditional temperature scaling no
longer applies because it requires additional validation data.
As reported in Table 5, while other calibration methods
over-calibrate or don’t work at all, ours still produces better
results, indicating its generality to various DD settings.

4942



7. Conclusion
In this paper, we find for the first time that networks

trained on distillation data are not calibratable and have
poor encoding ability because the distillation process fo-
cuses on the classification task while discarding other se-
mantically meaningful information. Our proposed methods,
namely Masked Distillation Training during training and
Masked Temperature Scaling after training, effectively al-
leviate these limitations and make the DDNNs recalibrated.

In future work, we will look for better distillation meth-
ods that retain most of the source information and lead di-
rectly to calibratable networks. In addition, beyond calibrat-
ing DDNNs on in-distribution data, we will rethink DDNNs
in terms of more general reliability, i.e., out-of-distribution
detection, robust generalization, and adaptation, which are
important properties for the safety of DDNN applications.
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