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Abstract

Predicting attention regions of interest is an impor-
tant yet challenging task for self-driving systems. Existing
methodologies rely on large-scale labeled traffic datasets
that are labor-intensive to obtain. Besides, the huge do-
main gap between natural scenes and traffic scenes in
current datasets also limits the potential for model train-
ing. To address these challenges, we are the first to in-
troduce an unsupervised way to predict self-driving atten-
tion by uncertainty modeling and driving knowledge in-
tegration. Our approach’s Uncertainty Mining Branch
(UMB) discovers commonalities and differences from mul-
tiple generated pseudo-labels achieved from models pre-
trained on natural scenes by actively measuring the un-
certainty. Meanwhile, our Knowledge Embedding Block
(KEB) bridges the domain gap by incorporating driving
knowledge to adaptively refine the generated pseudo-labels.
Quantitative and qualitative results with equivalent or even
more impressive performance compared to fully-supervised
state-of-the-art approaches across all three public datasets
demonstrate the effectiveness of the proposed method and
the potential of this direction. The code is available at
https://github.com/zaplm/DriverAttention.

1. Introduction

With the huge development of autonomous driving, pre-
dicting attention regions for self-driving systems [2; 41] has
drawn rapid interest in the community. The predicted at-
tention region provides rich contextual information to assist
autonomous driving systems by locating salient areas in the
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Figure 1. Illustration of the proposed unsupervised self-driving at-
tention prediction model. Instead of relying on the ground truth
labels provided by traffic datasets, our method only uses pseudo-
labels generated from models pre-trained on natural scenes, and
then refined the results by uncertainty mining and knowledge em-
bedding. The red dashed line corresponds to the pre-training stage,
the black dashed line refers to the training process, and the black
solid line means the testing process.

traffic scene [49; 50; 60]. Most importantly, these salient
areas are always the riskiest areas, where small perception
errors can cause great harm to driver’s safety [25]. There-
fore, with a successful attention area prediction, computa-
tion resources can be reallocated to enhance the perception
accuracy in these fatal areas to reduce driving risks, as well
as increase the explainability and improve the reliability of
autonomous driving systems [28].

Numerous datasets [1; 13; 59] and methods [2; 27; 30;
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38; 42; 59] have been proposed to address self-driving atten-
tion prediction task. Though achieving encouraging perfor-
mance, these methods are trained in fully-supervised ways
on large-scale labeled datasets which are hard to build and
unreliable. For example, one of the widely-used datasets
in self-driving named DR(eye)VE [1] was collected in two
months, by recording eight drivers taking turns driving on
the same route to obtain fixation data. However, simply av-
eraging the attention of eight drivers into one driving video
will lead to the wrong attention target. Another common
difficulty is the huge mismatch between the collected data
and real-world environments. Another self-driving dataset
BDD-A [59] was constructed by asking 45 participants to
watch the same recorded video and imagine themselves as
the drivers. But, these simulated virtual environments in-
evitably brought inconsistencies to real-world conditions
for human labeling. Therefore, current fully-supervised
methods suffer from potential biases in public datasets and
then are too hard to extend to new environments. Fur-
thermore, large-scale pre-trained models [4] have already
demonstrated strong capability in representation learning,
which can be beneficial to lots of downstream tasks. But
how to bridge the domain gap between the specific situation
(e.g. self-driving scenes) and the common data pre-trained
model used (e.g. natural scenes) is still a challenge.

To address the above-mentioned issues, we propose a
novel unsupervised framework to self-driving attention pre-
diction, which means 1) we do not use any ground-truth
labels given by self-driving datasets, 2) we only use pseudo-
labels generated from models pre-trained on natural scene
datasets, 3) we train a model on the source domain and to
adapt it to the samples in the target domain (in our case is
from natural to traffic scenes) following unsupervised do-
main adaptation [16; 22; 53]. Specifically, our proposed
model is achieved with two newly-designed parts: an uncer-
tainty mining branch is proposed to exploit pseudo-labels’
uncertainties by aligning the various distributions and thus
make the result reliable; another is a knowledge embedding
block which is introduced to transfer the traffic knowledge
into the natural domain by segmenting the focal traffic ob-
jects with Mask-RCNN [17] pre-trained on MS-COCO [31]
and then enhance each pseudo-label’s attention region.

In summary, our contributions can be listed as follows:
(1) We propose a novel unsupervised framework to pre-

dict self-driving attention regions, which is not relying on
any labels on traffic datasets. To the best of our knowl-
edge, this is the first work to introduce such an unsupervised
method to this specific task.

(2) We introduce an uncertainty mining branch to pro-
duce highly plausible attention maps by estimating the com-
monality and distinction between multiple easily obtained
pseudo-labels from models pre-trained on natural scenes.

(3) We design a knowledge embedding block by in-

corporating rich driving knowledge to refine the produced
pseudo-labels, which bridges the domain gap between au-
tonomous driving and common domains (e.g. natural scene,
daily life, and sports scene).

(4) Extensive experiments on three public benchmarks
with comparable or even better results compared with fully-
supervised state-of-the-art approaches demonstrate the ef-
fectiveness and superiority of the proposed method.

2. Related Work
Self-Driving Attention Prediction. With the rise of deep
learning, several attempts [13; 38; 42; 59] have been made
to introduce various deep learning methods into the field
of self-driving attention prediction. Palazzi et al. [42] em-
ployed a multi-branch video understanding method to pre-
dict the driver’s attention in a hierarchical manner from
coarse to fine. Xia et al. [59] addressed the center bias prob-
lem in attention prediction by assigning varying weights to
each training sample based on the KL divergence between
the attention map and the average attention map. Mean-
while, Baee et al. [2] leveraged an inverse reinforcement
learning (IRL) approach to improve the accuracy of atten-
tion prediction by incorporating task-specific information.
All previous studies relied on large-scale in-lab or in-car an-
notated datasets [1; 13; 59]. DR(eye)VE [1] presented an in-
car dataset that includes dozens of segments, which record
driver’s attention changes during prolonged driving in the
car. BDD-A [59] and DADA-2000 [13] are presented as
in-lab datasets that synthesize attention changes of several
volunteers, providing more than 1000 clips, containing both
normal and multiple emergent driving situations. To over-
come the unreliable dependency of self-driving datasets, our
model is the first to address self-driving attention predic-
tion in an unsupervised manner by leveraging pseudo-labels
generated by models pre-trained on natural scenes.
Saliency Detection. Predicted saliency regions in images
or videos [12; 20; 40] can approximate human’s visual at-
tention. It has been used to evaluate the explainability of
deep models [28; 60] and to assist other tasks, i.e., photo
cropping [55], scene understanding [45; 46; 47; 48], vehicle
re-identification [33; 34; 35] and object segmentation [60].
However, most existing datasets [5; 21; 52; 56] and meth-
ods [9; 10; 12; 20; 40; 54; 54; 61] are mainly focusing on
natural scenes or common objects, not specially tailored
into self-driving scenarios. In this work, we propose an un-
certainty mining branch and a knowledge embedding strat-
egy to bridge the domain gap between natural scenes and
self-driving situations.
Uncertainty Estimation. Early uncertainty estimation
works in deep learning mainly focus on model uncertainty,
which is crucial for evaluating the accuracy and robustness
of the model. A pioneer work is that Gal and Ghahra-
mani [15; 24] use dropout to represent model uncertainty.
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Figure 2. An overview of our proposed unsupervised self-driving attention prediction model. Our approach leverages pseudo-labels gen-
erated from models pre-trained on natural scene datasets for unsupervised training. To introduce additional semantic information for the
self-driving scenario, we propose a Knowledge Embedding Block (KEB). Meanwhile, the Attention Prediction Block (APB) which uses
Mobile-ViT [39] backbone comprises five stages for image feature extraction, with each stage producing features subsequently fed to the
decoder. Note that features extracted in stages 1, 2, and 4 are sent to three Uncertainty blocks for multi-scale feature fusion. Our Uncer-
tainty Mining Block (UMB) employs multiple pseudo-labels with multi-scale features for fusion and mining to generate an uncertainty
map for each pseudo-label. Finally, we optimize the network structure using uncertainty loss.

Lately, Kendall et al. [25] constructs a new loss that com-
bines data uncertainty and model uncertainty for multi-task
learning [26]. Nowadays, uncertainty methods have been
widely used in various autonomous driving tasks such as
target detection [8; 36], motion prediction [11; 14], seman-
tic segmentation [3; 58], and etc. In the field of self-driving
attention prediction, there has been no prior work that incor-
porates uncertainty estimation. We are the first to introduce
an uncertainty mining branch to estimate the commonality
and distinction between multiple pseudo-labels, and then
produce plausible attention maps.

3. Method
3.1. Overview

Figure 2 shows an overview of our proposed unsuper-
vised driving attention prediction network. Our network
consists of an Attention Prediction Branch (APB), a Knowl-
edge Embedding Block (KEB) as well as an Uncertainty
Mining Branch (UMB).

Our method learns to predict self-driving attention in
an unsupervised way. To achieve unsupervised learning, a
naive way is to train the model with the generated pseudo-
labels from a single source model pre-trained on natural
scenes. However, the large domain gap between natural
environments and self-driving scenes brings strong uncer-
tainty. Meanwhile, each single source label from a spe-
cific domain shall correspond to a different distribution, in
which some particular areas may lead to strong uncertainty.
Encouraged by the recent development of uncertainty esti-

mation [25; 26], we propose to improve the accuracy and
robustness of our prediction by modeling uncertainty from
multi-source pseudo-labels. Through the evaluation of un-
certainties across various distributions, we can effectively
alleviate potential discrepancies and inconsistencies. More-
over, since the generated pseudo-labels we used are di-
rectly transferred from the natural domain, they lack rele-
vant knowledge of autonomous driving scenarios. Thus, we
perform a knowledge enhancement pre-processing opera-
tion in KEB on each input pseudo-label to improve predic-
tion results. Meanwhile, we designed a novel uncertainty
mining branch (UMB) to densely acquire soft uncertainty
from multi-source pseudo-labels. The UMB consists of
multiple Uncertainty Blocks (UB) and recursively analyzes
the commonalities and differences among multiple noisy la-
bels to infer the pixel-level uncertainty map for each label.
Problem Formulation. Given an RGB input frame X ∈
RH×W×3, following PSPNet [62] and DeepLabv3+ [7],
APB extracts pyramid features in five levels and passes
the features F from the 1st, 2nd, and 4th stages as
{F 0, F 1, F 2} to explore pseudo-labels’ uncertainty in
UMB. APB follows the structure of U-Net [51], feeds the
extracted features from the last layer into the decoder and
concatenates them with the features at corresponding gran-
ularity, and outputs the final attention prediction result as
S ∈ RH×W×1 through a Readout module. In addition, be-
fore feeding pseudo-labels into UMB, we perform a knowl-
edge enhancement process to get pseudo-labels adapted to
autonomous driving scenarios with an off-the-shelf Mask
Head. Then, UMB takes N knowledge-embedded pseudo-
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Figure 3. Illustration of the knowledge embedding strategy: a) the
process of knowledge embedding for a single pseudo-label, where
the salient region can be enhanced by adding the self-driving-
related instance (e.g. pedestrian) where the operator ⊗ means the
operation in Eq. 1; b) two other examples of knowledge embed-
ding for bicycles and motorcycles.

labels Ŷ =
{
Ŷ1, · · · , Ŷn

}
as input and estimates the un-

certainty maps correspondingly, which have the same size
with the final output attention map S. These pseudo-labels
are fused with three different levels of features from APB to
output the uncertainty maps U = {U1, · · · , UN}. Finally,
the model is trained by optimizing the uncertainty loss be-
tween the attention map and the uncertainty map.

3.2. Knowledge Embedding Block (KEB)

With prior knowledge, humans are able to disambiguate
and discover relevant objects centered at the visual com-
plex scenes [23]. Inspired by these findings, we design KEB
to enhance prior driving knowledge and bridge the domain
gap between natural scenes and self-driving environments.
To be specific, we use the off-the-shelf Mask R-CNN pre-
trained on the MS-COCO dataset [31] to segment the most
representative traffic objects as prior knowledge, i.e., pedes-
trians, signals, bicycles, motorcycles, and traffic signs (e.g.,
stop signs, road signs, etc.). During the knowledge em-
bedding, we freeze the parameters of Mask R-CNN with
the open-source checkpoints to make the knowledge em-
bedding process practically unsupervised. Through the seg-
menting of the input frame with Mask-RCNN, we merge the
obtained masks of different categories into a single binary
mask map. Note that we explore two strategies to embed
prior knowledge into different pseudo-labels: 1) concate-
nating them at the channel dimension and 2) fusing them
to a one-channel segmentation map. For the first strategy,
each pseudo-label is concatenated with the binary mask and
then fed into UMB, allowing the model to learn the rela-

Non-local
Block

Uncertainty Block

Residual Block Concatenate

Figure 4. Illustration of the proposed Uncertainty Block. In each
stage, the input uncertainty maps Us from the previous stage pass
through a residual block, then are concatenated with another un-
certainty map and are fed into the Non-local Block. The results
are concatenated with the original uncertainty map and are passed
through a residual block as the input of the next stage.

tionship adaptively. For the second strategy, we compose
each pseudo-label with the binary mask using the following
formulation:

Ŷn = Yn · (M + α) , (1)

where α is a hyper-parameter that is empirically set to 0.3,
Yn denotes the n-th pseudo-label, and M denotes the seg-
mented map of the corresponding image. We adopt the sec-
ond strategy in our approach for better performance (for
more experimental results please refer to Sec 4.4). How-
ever, after knowledge embedding, those pseudo-labels can
be enhanced at the pixel level to have a more robust ability
to identify significant traffic objects.

3.3. Uncertainty Mining Branch (UMB)

In our work, UMB is introduced to mine the uncer-
tainty from multi-source pseudo-labels that are generated
from multiple pre-trained models. Notice that these mod-
els are pre-trained on natural scenes, not self-driving, i.e.
ML-Net [9], SAM [10], and UNISAL [12] are pre-trained
on SALICON [21], while TASED-Net [40] is pre-trained
on DHF-1K [56]. As is shown in Figure 4, the Uncer-
tainty Block is proposed to exchange information between
pseudo-labels and multi-scale features extracted by APB,
which consists of the non-local self-attention operations and
merge/split mechanism [57; 58]. In our UMB, we adopt
three such blocks to gather information from both pseudo-
labels and multi-scale image features and enable long-range
interactions among pixels.

Specifically, in the uncertainty block, for the n-th
knowledge-embedded pseudo-label Ŷn ∈ RH×W×1, we
first pass it through a convolutional layer and a downsam-
pling layer, resulting in 1

4 of the original size. Then we
feed it into a residual block [18] to exchange information
with pseudo-labels and features maps from other sources at
the same stage. The obtained results are concatenated with
the input multi-source pseudo-labels and then are passed
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through the non-local self-attention to obtain a coarse un-
certainty map Un corresponding to the n-th pseudo label,
formulated as:

U0
n = f0

attn

(
Concat

(
Ŷ1, · · · , Ŷn, F

0
))

+ Ŷn, (2)

where the superscripts denote the stage index, and f t
attn(·)

refers to non-local self-attention. Then we gradually refine
U0
n to U t+1

n as follows:

U t+1
n = f t

attn

(
Concat

(
U t
1, · · · , U t

N , F t
))

+ U t
n. (3)

Finally, through three uncertainty blocks, the fine-
grained uncertainty map U2

n ∈ RH
4 ×W

4 ×1 can be obtained
and then be upsampled to Un ∈ RH×W×1 in the decoder as
the same size as the original input.

3.4. Loss Function

We treat the predicted attention map S as a distribu-
tion over the spatial dimension and we need to normalize
the generated pseudo-labels accordingly. To satisfy this
requirement, we apply a spatial softmax layer after APB.
Inspired by the uncertainty loss in [25], we assume a
Boltzmann distribution under the Bayesian theory for each
pseudo-label map Ŷn ∈ RH×W×1. Therefore, the probabil-
ity of the final prediction S with respect to the label Ŷn can
be calculated as follows:

p(Ŷn|S, un) =
∏
i

Softmax(
Si

u2
n

), (4)

where un = 1/(H×W )
∑H×W

i U i
n is the final uncertainty

estimation for the n-th pseudo-label, i denotes the pixel in-
dex of S. Also, un can be regarded as the temperature pa-
rameter whose magnitude determines how ‘uniform’ (flat)
the distribution is. The negative log-likelihood of the whole
pseudo-label map is calculated as:

− log p(Ŷn|S, un)

=−
∑
i

Si

u2
n

+ log
∑
i

exp(
Si

u2
n

)

≈ LCE(S, Ŷn)

u2
n

+ log(un),

(5)

where LCE(S, Ŷn) denotes the spatial cross entropy loss.
In practice, we can instead predict the log variance en =
log(un)

2 to increase the numerical stability [26] during the
training process. Now, the loss can be re-formulated as fol-
lows:

L(S, un, Ŷn) = LCE(S, Ŷn) · exp(−en) +
1

2
en. (6)

Besides, we can reformulate the cross-entropy loss
LCE(S, Yn) as follows:

LCE(S, Ŷn) = −
∑
i

Ŷn,i log(Si)

= −
∑
i

Ŷn,i log(Si) +H(Ŷn)−H(Ŷn)

=
∑
i

Ŷn,i(log(Ŷn,i)− log(Si))−H(Ŷn)

= LKLD(Ŷn, S)−H(Ŷn),
(7)

where LKLD(Ŷn, S) =
∑

i Ŷn,i(log(Ŷn,i)− log(Si)) is the
KL-divergence between the pseudo-label distribution and
the predicted attention map distribution. H(Ŷn) is the infor-
mation entropy of the distribution Ŷn, which is non-related
to the optimization and thus can be regarded as a constant.
Therefore, according to Eq. 6 and Eq. 7, and extending the
calculation to all N-source pseudo-labels, we obtain the fi-
nal loss as:

L =

N∑
n=1

{LKLD(Ŷn, S) · exp(−en) +
1

2
en}. (8)

Notice that our KLD uncertainty loss differs from formu-
las of [29] that we assume a spatial distribution instead of a
single per-channel counterpart. This assumption is crucial
for derivation of Eq. 7.

4. Experimental Results
In the experiments, we first compare our proposed un-

supervised method with other full-supervised networks on
several widely-adopted datasets, i.e., BDD-A, DR(eye)VE,
DADA-2000. Subsequently, extensive ablation studies are
conducted to verify the effectiveness of each proposed com-
ponent in our proposed network.

4.1. Experimental Settings

Datasets. We evaluate the performance of our pro-
posed model on three self-driving benchmarks: BDD-A,
DR(eye)VE, and DADA-2000. BDD-A [59] is an in-lab
driving attention dataset consisting of 1,232 short time
slices (each within 10 seconds). It contains a large amount
of data from driving on various urban and rural roads. We
follow its split and obtain 28k frames for training, 6k frames
for validating, and 9k frames for testing. DR(eye)VE [1]
is an in-car dataset that tries to maintain consistent driving
conditions under controlling variables, and it contains 74
long videos in total (each is up to 5 minutes long). We fol-
low [1] and choose the last 37 videos as the test set. DADA-
2000 [13] is another in-lab dataset and the only one includ-
ing vehicle crash cases, which offers us the possibility to
predict driving attention under extreme critical scenarios.
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BDD-A [59] DR(eye)VE [1] DADA-2000 [13]Methods KLD↓ CC↑ KLD↓ CC↑ KLD↓ CC↑
Multi-Branch [42] 1.28 0.58 1.40 0.56 2.27 0.45
HWS [59] 1.34 0.54 2.12 0.51 2.50 0.40
SAM [10] 2.46 0.25 2.56 0.38 2.85 0.27
Tased-Net [40] 1.79 0.52 1.88 0.47 1.88 0.53
MEDIRL [2] 2.51 0.74 - - 2.93 0.63
ML-Net [9] 1.20 0.64 2.00 0.44 - -
UNISAL [12] 1.49 0.58 - - - -
PiCANet [32] 1.11 0.64 - - - -
DADA [13] - - - - 2.19 0.50
Ours (unsupervised) 1.099±0.016 0.640±0.007 1.901±0.004 0.510±0.005 1.677±0.007 0.488±0.002

Table 1. Performance comparison between our proposed unsupervised method and state-of-the-art fully-supervised methods. It is worth
noting that our unsupervised method achieves comparable or even better performance compared with the fully-supervised methods. The
numbers in bold denote the best results, and those marked with underlines denote the second best.

BDD-A [59] DR(eye)VE [1] DADA-2000 [13]
pseudo-labels

Test Dataset
KLD↓ CC↑ KLD↓ CC↑ KLD↓ CC↑

BDD-A 1.099±0.016 0.635±0.007 1.924±0.004 0.508±0.003 1.677±0.007 0.488±0.002
DR(eye)VE 1.188±0.011 0.608±0.002 1.908±0.008 0.517±0.005 1.801±0.017 0.458±0.004
DADA-2000 1.242±0.021 0.578±0.009 1.889±0.012 0.513±0.010 1.711±0.015 0.483±0.007

Table 2. Performance comparison of our proposed unsupervised network trained with pseudo-labels generated from various self-driving
datasets (BDD-A, DR(eye)VE, DADA-2000) and then test on each benchmark. The best result is highlighted in bold.

This dataset contains 2000 video clips and has over 658, 746
frames. We follow [13] to split all videos at the ratio of 3:1:1
for training, validating, and testing.
Metrics. To comprehensively evaluate our model, we
utilize two common metrics, i.e., Kullback-Leibler diver-
gence (KLD) [29] as well as Pearson Correlation Coeffi-
cient (CC) [44]. KLD evaluates the similarity between the
predicted driving attention map and the real distribution,
and it is an asymmetric dissimilarity measure that penalizes
false negative (FN) values more than false positive (FP) val-
ues. While CC evaluates how much the predicted driving at-
tention map is linearly correlated with the real distribution,
it is a symmetric similarity measure that penalizes equally
for both FN and FP. Notice that we do not adopt the dis-
crete metrics, such as Area Under ROC Curve (AUC) and its
variants (AUC-J,AUC-S), Normalized Scanpath Saliency
(NSS), and Information Gain (IG) [6], because the continu-
ous distribution metrics are observed to be more appropriate
to predict risky pixels and areas in driving scenarios [41].
Compared Methods. We compare our proposed unsu-
pervised approach with recent fully-supervised state-of-
the-art methods, including Multi-Branch [42], HWS [59],
SAM [10], TASED-Net [40], MEDIRL [2], ML-Net [9],
UNISAL [12], PiCANet [32] and DADA [13].

4.2. Implement Details

Our proposed network is implemented using Py-
Torch [43]. For each dataset, we first sample both the origi-

nal video frame and the gaze annotated maps to 3Hz, mak-
ing them aligned with each other. During training, the gen-
erated pseudo-labels and the original images are resized to
224 × 224, and the values are normalized in the spatial di-
mension. Regarding the knowledge embedding strategy, we
use Mask R-CNN pre-trained on the MS-COCO [31] to seg-
ment important instances and fuse them with pseudo-labels.
Furthermore, we set the initial learning rate of our proposed
network to 0.001, using a learning scheduler that first warm-
up and then descends in a cosine fashion. Additionally, we
use the Adam optimizer [37] (β1 = 0.9, β2 = 0.999) with
the weight decay 0.0001. Overall, we run 10 epochs with
a batch size of 32 for training, and the training time of our
proposed network is approximately 50 minutes on a single
RTX 3090 GPU. While it takes about 12 ms to infer atten-
tion regions per frame.

4.3. Quantitative Comparisons

The quantitative performance of our proposed unsuper-
vised network compared with other fully-supervised state-
of-the-art models can be found in Table 1. Note that in
our experiments, our unsupervised model does not utilize
any ground-truth labels from self-driving datasets, but is
only trained with the generated pseudo-labels with the input
BDD-A training set, and then tested on each benchmark’s
test set. From Table 1, we can clearly observe that the
proposed uncertainty network achieves competitive results
compared to all fully-supervised methods and even outper-
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BDD-A [59] DR(eye)VE [1] DADA-2000 [13]Ablated Variants KLD↓ CC↑ KLD↓ CC↑ KLD↓ CC↑
APB (unsupervised) 1.233 0.608 2.013 0.501 1.805 0.460
APB+UMB 1.141 0.622 1.941 0.510 1.702 0.480
APB+UMB+non-local block 1.134 0.626 1.917 0.514 1.695 0.485
Ours: APB+UMB+non-local block+KEB 1.099 0.635 1.901 0.518 1.677 0.488

Table 3. Comparison between our proposed unsupervised model and its ablated variants. All models are trained with pseudo-labels
generated from BDD-A and tested on other self-driving attention datasets (BDD-A, DR(eye)VE, DADA-2000). We ablate parts of the
proposed model in each iteration until the basic APB is left alone. The basic APB is trained with unsupervised learning using pseudo-
labels generated from the BDD-A training set by ML-Net. The best result is highlighted in bold.

Pseudo-labels KLD↓ CC↑
M 1.233 0.608
U 1.246 0.597
M+U 1.099 0.635
M+U+T 1.189 0.619
M+U+S 1.162 0.621
M+U+T+S 1.167 0.620

Table 4. Comparison of different sources of pseudo-labels in the
UMB on the model performance. In this table, we use the follow-
ing abbreviations: M for ML-Net [9], U for UNISAL [12], T for
TASED-Net [40], and S for SAM [10].

Input KLD↓ CC↑
concat (obj. & text) 1.126 0.626
concat (obj.) 1.123 0.628
single (obj. & text, α = 0.3) 1.123 0.631
single (obj., α = 0.3) 1.099 0.635

Table 5. Comparison of different strategies and types of knowledge
embedding, where “obj.” refers to the masks of segmented critical
objects with Mask-RCNN, “text” refers to the masks of detected
text (e.g. road signs, stop signs, etc.) with EAST in the traffic
scene, and α means the hyper-parameter in Eq. 1.

forms previous fully-supervised methods in terms of the
KLD metric on BDD-A and DADA-2000, and achieves the
second-best w.r.t CC on BDD-A and DR(eye)VE, demon-
strating the effectiveness and potential of our proposed un-
supervised method.

In order to examine the transferability of these three self-
driving benchmarks (i.e., BDD-A, DR(eye)VE, DADA-
2000), we report the results of our method trained with
pseudo-labels generated in each dataset and tested on an-
other dataset in Table 2. We can find that the model trained
with pseudo-labels generated from BDD-A’s raw images
performs the best on the test sets of two other datasets
(BDD-A, DADA-2000). On the test set of the DR(eye)VE
dataset, the network trained with pseudo-labels generated
from DR(eye)VE’s raw images performs the best on the CC
metric, while the network trained with pseudo-labels gen-
erated from DADA-2000’s raw images performs the best
on the KLD metric indicating a superior transferability of

our method. Furthermore, we discover that the images from
BDD-A capture more diverse and generalized self-driving
scenes, resulting in more useful and reliable pseudo-labels
for our unsupervised method. Hence, our final model in this
work uses the pseudo-labels generated from BDD-A.

4.4. Ablation Studies

Impact of different modules. In Table 3, we examine
each module of our proposed unsupervised model to ver-
ify its effectiveness. It can be seen that unsupervised train-
ing of APB with the pseudo-label generated from BDD-A
achieves the worst performance. When we include UMB
with multiple branches, the performance of the model im-
proves significantly, far exceeding APB. Further, by adding
the non-local block, we can also observe an obvious im-
provement. Finally, KEB brings a solid improvement to the
model, making the results of our full model compatible with
the state-of-the-art fully supervised models. In a word, each
module in the study contributes to the final performance,
while the proposed modules in this paper (UMB and KEB)
contribute the most.
Different source of pseudo-labels. To examine the effect
of different sources of pseudo-labels on the final results, we
compare the performance of different pseudo-labels as is
shown in Table 4. The first two rows indicate the results
of training with a single source pseudo-label (e.g. ML-Net
or UNISAL), while the third row indicates the best results
of training with two sources pseudo-labels together (i.e.,
ML-Net+UNISAL) to explore uncertainty, demonstrating
our UMB is able to enhance the final performance through
the interaction between multiple sources of pseudo-labels.
However, more than two sources of pseudo-labels result in
a performance drop, as illustrated in the subsequent few
lines. Therefore we choose two source pseudo-labels (ML-
Net and UNISAL) in all our experiments.
Prior knowledge. The proposed KEB in our model is
used to migrate the self-driving or traffic knowledge to
refine the generated pseudo-labels from the model pre-
trained on the natural scenes. However, there remain prob-
lems, 1) what prior traffic knowledge should be added? 2)
How to add such prior knowledge to the generated pseudo-
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Input Image Ground TruthOurs FullFully-Supervised
APB

w/o. Knowledge
Enhancement

Figure 5. Visualization of the attention prediction results from different methods, i.e., fully-supervised APB, our method without knowledge
embedding, and our full method. The results show the effectiveness of our full model in locating critical areas in the driving scene. A
failure case is shown in the last row.

label? Hence, we explore different ways of adding prior
knowledge to add it more effectively. Here we use a pre-
trained Mask R-CNN [17] to segment important traffic in-
stances denoted as “objects” like pedestrians and traffic
lights, and we also adopt a pre-trained OCR text detection
model (EAST [63]) to segment important texts denoted as
“text” like road signs and billboard. We can see in Table 5
that segmenting only important traffic instances achieve the
best performance. Furthermore, we examine two differ-
ent adding methods in KEB, i.e., combining different cat-
egories of prior knowledge with pseudo-labels by concate-
nation along the channel dimension denoted as “concat”, or
by operation in Eq. 1 denoted as “single”. As is shown in
Table 5, the result indicates that using the operation in Eq. 1
works best.

Training strategy KLD↓ CC↑
fully-supervised APB 1.039 0.657
semi-supervised v1 1.669 0.422
semi-supervised v2 1.130 0.629
unsupervised 1.099 0.635

Table 6. Comparing the different training paradigms, i.e., super-
vised, semi-supervised and unsupervised settings.

Semi-supervised setting. In addition, we also compare
the semi-supervised settings following [19] upon the same

network, and the results are reported in Table 6. Specifi-
cally, we conduct two semi-supervised training schemes: 1)
Semi-supervised v1 refers to training the APB using 1

4 of
randomly sampled labeled data on BDD-A and then train-
ing the entire network using pseudo-labels generated from
the remaining raw images; 2) Semi-supervised v2 refers to
the reversed process. However, as is shown in Table 6, we
observe drastic drops in the result of the network in both
Semi-supervised v1 and v2 compared with fully-supervised
APB and are even inferior to our model trained in an un-
supervised way. The poor performance can be explained
by only using a small portion of the dataset tend to fool the
model into learning a more restricted central bias, especially
in self-driving. Our unsupervised method can leverage the
information transferred from natural scenes by uncertainty
mining, which is able to include more generalized informa-
tion from non-traffic scenes to reduce bias.

4.5. Qualitative Results

Figure 5 shows visual comparisons of our model’s vari-
ants on the BDD-A test set. We can observe that our full
model achieves the best performance. For example, in the
first row, the ground truth focuses on the pedestrians and
traffic lights at the edge of the road, while the results of
other methods show a strong center bias that put a lot of
attention to the center of the road. Instead, our proposed
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model is able to reduce the central bias and assign higher
attention values to the pedestrians and traffic lights in the
scene which aligns with ground truth. In the second and
third rows, our full model correctly focuses on the stop sign
and the passing pedestrians, respectively. With an addi-
tional comparison between the third and fourth columns,
we find that the proposed strategy successfully and effec-
tively improves the final results and helps to focus on more
important traffic areas of objects in the scene. To dive deep
into the model’s performance, a failure case is shown in the
last row, where a truck tries to drive from right to left at the
crossing. Our model (Ours Full) fails to focus on the truck,
which is severely occluded with the nearby parked vehicles.
An accurate object detection model can be further adopted
to address this challenge in the future.

5. Conclusion

In this paper, we propose a novel unsupervised method
for self-driving attention prediction. An uncertainty mining
branch and a knowledge embedding block are introduced to
generate reliable pseudo-labels and bridge the domain gap,
respectively. Extensive experiments on three widely-used
benchmarks demonstrate the effectiveness and superiority
of our proposed method. In the future, we would incorpo-
rate the proposed method into the explainable autonomous
driving control system.
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