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We provide additional experimental results and analysis
that support our main paper.

1. Effect of the proposed method

Apart from the primary experiments, the effect of apply-
ing our proposed method on all the datasets tested in the
paper is demonstrated in Table 1. As mentioned in the main
paper, Uniform Weight represents the traditional clip-based
training approach with uniform weights for each loss at ev-
ery time-step, while Proposed utilizes non-uniform weights
proposed in our main paper. The results indicate that our
proposed method consistently improves performance across
all datasets compared to the conventional method. This sug-
gests that our proposed method effectively addresses the
training and inference discrepancy.

2. Alleviating Training-Inference Discrepancy

In addition to the proposed method in the paper, we ex-
periment other possible approach in alleviating the training
and inference discrepancy.

Loading the Whole Video The most straightforward ap-
proach to address the training and inference discrepancy is
to make the training stage identical to the inference stage,
i.e., training the model with the entire video instead of using
divided clips. To explore this approach, we train our model
by loading one complete video at a time. As the training
process now mirrors the inference process, we employ the
conventional uniform weight for the loss computed at each
time step. The results are presented in Table 1, where the
training with the whole video is denoted by Whole Video.
The findings reveal that using the entire video during train-
ing leads to a significant increase in performance compared
to the performance of using conventional training method.
Our results support the main claim of our paper that the
training and inference discrepancy is the root cause of the
inferior performance of RNNs and that mitigating this dis-
crepancy is crucial for effective RNN training. However,
this approach has some limitations such as the lack of sup-
port for batch training since one video must be loaded one at
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THUMOS ‘ TVSeries ‘ FineAction

Anet Kinetics ‘ Anet Kinetics‘ Kinetics

Uniform Weight | 67.5 664 | 860 890 | 357
Proposed 69.3 718 88.5 89.6 37.1
Whole Video | 69.6  72.0 \ 883  89.4 \ 38.0

Table 1: Results of applying the proposed method over
the conventional (uniform weights on the loss at each time
step) method. The last row shows the result of training
with the whole video. Three datasets, THUMOS’14[5],
TVSeries[1], FineAction[6] are shown where Anet stands
for feature extractor pretrained with Activitynet [4] and Ki-
netics stands for feature extractor pretrained with Kinet-
ics [5].

a time due to variable video lengths and instability in train-
ing caused by the high variance in the estimate of the gra-
dient with small batch size [2, 3]. Therefore, we employ
clip-based training with non-uniform weights proposed in
our main paper, which can use batch training without re-
quiring loading the whole video each time. Our proposed
method achieves comparable performance to the training
method that is free of training and inference discrepancy.

3. Qualitative Analysis

The Best and Worst Classified Actions. Figure 1 dis-
plays the top three best and worst classified actions in the
THUMOS’ 14 dataset. It shows that the well-classified ac-
tions entail a person with significant body movements over
an extended duration, while the poorly classified actions in-
volve quick bursts of action focused on small objects.

Qualitative Comparison with SOTA We provide a
qualitative comparison with the previous best-performing
method, TeSTra [7], on the THUMOS’ 14 dataset. Based
on various comparisons with TeSTra, we observed that our
model and TeSTra have similar predicted confidence scores
for action instances. However, the difference in perfor-
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Figure 1: Class wise AP (%) of the top 3 well and poorly classified actions in THUMOS’ 14 dataset.

mance between TeSTra and our method stems from the
number of false positives. To elaborate, we visualized the
confidence scores of TeSTra and our method for four action
classes that exhibit the most significant differences in per-
formance, as shown in Figure 2. The visualized confidence
scores demonstrate that our model is more effective in dif-
ferentiating actions from backgrounds and is less prone to
predicting false positives. Our method is more conservative
in making decisions about actions, while we observed that
TeSTra is more sensitive to movements such as camera and
object movement.

4. Limitation and Future Work

As is common practice, most works, including our own,
use motion features as input for the model. However, the
computational cost of computing optical flow for these fea-
tures, as analyzed in the runtime analysis section of the
main paper, is high. While faster flow algorithms such as
NVOFA exist, the online nature of the OAD task renders
motion features unsuitable, despite their persistent use. To
advance the OAD community, it is crucial to explore the po-
tential of flow-free end-to-end methods, which have yet to
be fully examined.
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Figure 2: Qualitative comparison of ours and TeSTra [7] on THUMOS’14 on action instances that exhibit the greatest
performance difference. Each graph is the predicted confidence score of the action class where GT is the ground truth.



