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S-1. Ablation study on SICE [2]
Tables S-1∼S-6 show ablation studieson SICE for

the proposed components: luminance comparison mod-
ule (LCM); post-processing module (PPM); the number of
transformation functions (n); loss functions.

Table S-1 validates the effectiveness of the proposed
LCM on the SICE dataset. The proposed network shows the
best performance on SICE than the proposed network with-
out LPM or without order learning (OL). Table S-2 shows
the exposure correction performance according to the num-
ber of inverted residual (IR) blocks in PPM. We experimen-
tally choose five IR blocks, which provide the best perfor-
mance. Tables S-3 and S-4 demonstrate that our loss strat-
egy is effective for multiple exposure correction. Table S-5
lists the performance according to the number of transfor-
mation functions (n). In general, multiple transformation
functions per channel (n > 3) surpass single transforma-
tion function per channel (n = 3). Thus, we use multiple
transformation functions and experimentally pick n = 36.
Finally, Table S-6 shows the performance by varying loss
weights λf and λp. We select the weights λf = 0.5 and
λp = 0.05, resulting in the best PSNR and SSIM scores on
average.

Methods
Under Over Average

PSNR SSIM PSNR SSIM PSNR SSIM

w/o LCM 21.65 0.748 21.63 0.767 21.64 0.760
w/o Ll 21.66 0.755 21.75 0.769 21.73 0.765
w/o OL 21.74 0.755 21.91 0.770 21.79 0.767

Ours 22.34 0.773 21.76 0.771 22.02 0.772

Table S-1. Ablation study for LCM. The best results are boldfaced.

S-2. Visualization of luminance features
Figure S-1 visualizes the embedding space of luminance

features, extracted from the proposed luminance compari-

# of IR
Under Over Average

PSNR SSIM PSNR SSIM PSNR SSIM

0 21.28 0.748 21.26 0.769 21.27 0.762
1 21.51 0.757 21.58 0.769 21.53 0.767
2 23.21 0.856 23.38 0.867 21.62 0.765
3 22.04 0.761 21.69 0.754 21.89 0.771
7 21.75 0.751 21.82 0.771 21.80 0.765

5 (Ours) 22.34 0.773 21.76 0.771 22.02 0.772

Table S-2. Ablation study for the number of IR blocks in PPM.
The best results are boldfaced.

Methods
Under Over Average

PSNR SSIM PSNR SSIM PSNR SSIM

Lc 21.31 0.747 21.51 0.759 21.38 0.750
Lc + Lp 21.64 0.744 21.44 0.754 21.52 0.751

Lc+Lp+Lf 22.34 0.773 21.76 0.771 22.02 0.772

Table S-3. Ablation study for loss functions. The best results are
boldfaced.

Methods
Under Over Average

PSNR SSIM PSNR SSIM PSNR SSIM

w/o Le for YL 22.21 0.761 21.84 0.775 21.92 0.769

All (Ours) 22.34 0.773 21.76 0.771 22.02 0.772

Table S-4. Ablation study for the additional exposure correction
loss for YL. The best results are boldfaced.

son module, using t-SNE method. Luminance features are
extracted from all test images in the ME [1] dataset. For vis-
ibility, we manually divide the extracted features into five
clusters according to the average luminance values of the
test images. Those clusters are depicted in different colors
as in Figure S-1. We observe that the luminance features are
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nt

Under Over Average

PSNR SSIM PSNR SSIM PSNR SSIM

3 21.67 0.753 21.53 0.767 21.60 0.763
9 21.65 0.755 21.64 0.771 21.65 0.766
15 21.88 0.758 21.94 0.775 21.92 0.768

36 (Ours) 22.34 0.773 21.76 0.771 22.02 0.772

Table S-5. Ablation study for the number of intensity transforma-
tion functions. The best results are boldfaced.

Loss weight Under Over Average

λf λp PSNR SSIM PSNR SSIM PSNR SSIM

0.5 0.1 22.04 0.757 21.79 0.778 21.89 0.770
1.0 0.05 21.78 0.759 21.74 0.770 21.72 0.769
1.0 0.1 21.99 0.762 21.80 0.778 21.93 0.769

0.5 0.05 22.34 0.773 21.76 0.771 22.02 0.772

Table S-6. Ablation study for various loss weights. The best re-
sults are boldfaced.

faithfully aligned, which indicates that they have the lumi-
nance information to support multiple exposure correction.

Figure S-1. t-SNE visualization of the luminance features of test
images in the ME dataset.

S-3. Qualitative Results

Figures S-2 and S-3 qualitatively compares the proposed
method with the state-of-the-arts on ME and SICE, respec-
tively. In these examples, the proposed method corrects
both overexposure and underexposure images to have more
similar color-tones to their ground-truths than DBRN-ENC
[3] and FECNet [4]. Figures S-4 and S-5 show exposure
correction results with LCM, without LCM, and without
order learning. Without LCM or order learning, the pro-
posed network fails to produce reliable exposure correction

results. In contrast, the proposed network with LCM yields
visually pleasing images that have similar color-tones to the
ground-truths. These examples validate the effectiveness of
the proposed LCM with order learning.
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(a) Input image (b) DBRN-ENC [3] (c) FECNet [4] (d) Ours (e) Ground-truth

Figure S-2. Qualitative results on underexposure (odd row) and overexposure (even row) images on the ME dataset.



(a) Input Image (b) DBRN-ENC [3] (c) FECNet [4] (d) Ours (e) Ground-Truth

Figure S-3. Qualitative results on underexposure (odd row) and overexposure (even row) images on the SICE dataset.



(a) Input image (b) w/o LCM (c) w/o order learning (d) Ours (e) Ground-truth

Figure S-4. Qualitative results on underexposure (odd row) and overexposure (even row) images with different LCM settings on ME.

(a) Input image (b) w/o LCM (c) w/o order learning (d) Ours (e) Ground-truth

Figure S-5. Qualitative results on underexposure (odd row) and overexposure (even row) images with different LCM settings on SICE.


