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We provide additional experiments and implementation
details.

1. Implementation Details

As mentioned in the paper, we use 9 layers and 4 stages
for all datasets. We use W = G = 64 for Assembly101
and 50Salads, and W = 64 and G = 8 for the Breakfast
dataset since the videos are shorter than Assembly101 and
50Salads. We use Adam [2] optimizer and cosine learning
rate decay [4]. The starting learning rate for Breakfast and
Assembly101 is 0.00025 and the decay to 0.00005 starts
after 15 epochs. We train Breakfast for 150 epochs and
Assembly101 for 120 epochs. The model for 50Salads is
trained for 200 epochs with a fixed learning rate of 0.00065.

2. Impact of Temporal Downsampling

Fig. 1 shows the impact of temporally downsampling the
input. In this experiment, the model has access to the full
context of a video but in a lower temporal resolution since
the input is temporally downsampled. The performance of
the model degrades compared to no downsampling.
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Figure 1: Impact of different downsampling rates on the
50Salads dataset (left) and the Assembly101 dataset (right).

Features F1@{10, 25, 50} Edit Acc
CLIP 65.8 57.6 44.2 64.2 62.4
I3D 89.4 87.7 82.0 83.2 87.7

Table 1: Results are on 50Salads.

Attention F1@{10, 25, 50} Edit Acc
FlashAttention 55.2 53.0 48.7 42.6 84.6

RandomAttention 49.0 45.7 41.8 37.2 85.6
Ours 89.4 87.7 82.0 83.2 87.7

Table 2: Results are on 50Salads.

3. Other Features
In order to evaluate the impact of using vision-language

models, we extract features using CLIP [5] from 50Salads
and report the result of action segmentation in Table 1. With-
out additional fine-tuning, the features do not perform well.

4. Alternative Efficient Attentions
We compare in Table 2 our approach with RandomAtten-

tion [6] from XFormer [3] and FlashAttention [1]. These
types of attention focus on sparseness and result in frag-
mented segments, which is indicated by high accuracy, but
very low F1 and Edit scores.
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